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7.4 Ekspetyment II – zarządzanie plikami tekstowymi i binarnymi w
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Wstęp

Monografia, którą mamy przyjemność przedstawić jest piątym tomem publikacji
z cyklu „Wybrane zagadnienia informatyki technicznej”. Składają się na nią opra-
cowania napisane przez młodych pracowników naukowych Wydziału Informatyki
Politechniki Białostockiej i Wydziału Automatyki, Elektrotechniki i Informatyki Po-
litechniki Opolskiej. Kontrybutorami monografii są również bardziej doświadczeni
informatycy, co ma stanowić dodatkowy element motywacyjny dla młodych bada-
czy. Podobnie jak w poprzednich edycjach poszczególne rozdziały książki są po-
święcone prezentacji wyników badań prowadzonych przez autorów, dotyczących
różnych zagadnieniom z zakresu informatyki. Bardzo ważnym wkładem w dyskusję
na temat omawianych problemów są rozdziały, w których zostały zaprezentowane
wyniki własnych badań empirycznych.

Rozdział pierwszy Piotra Grzeszczuka O LICZBIE CHROMATYCZNEJ GRAFU
TABLICY CAYLEYA GRUPY SKOŃCZONEJ jest poświęcony przedstawieniu
wyników dotyczących wyznaczenia liczby chromatycznej grafu tablicy Cayleya i
opis związków tego zagadnienia z hipotezą Halla-Paige’a dla grup skończonych.
Liczba chromatyczna grafu ma duże znaczenie w informatyce technicznej, zwłasz-
cza w problemach planowania, przydziału zadań i alokacji zasobów.

W rozdziale drugim MODELE KLASYFIKACYJNE OPARTE NA WIELOWY-
MIAROWYCH WEKTORACH CECH, autorstwa Magdaleny Kacprzak, przedsta-
wiono dostosowanie metody sprawdzania spełnialności oraz syntezy formuł w logice
ATL do systemów, w których agenci posiadają zdolność zapamiętywania i modyfi-
kowania własnych stanów emocjonalnych.

Jerzy Krawczuk, Izabela Kartowicz-Stolarska, Marek Tabędzki, Piotr Hońko oraz
Marek Krętowski, w rozdziale trzecim WSKAŹNIKI RYZYKA I ICH PREDYK-
CJA W MODELU AUDYTU CIĄGŁEGO, przedstawiają narzędzie do oceny ryzyka
i prognozowania kluczowych wskaźników ryzyka, opracowane w ramach współ-
pracy Wydziału Informatyki Politechniki Białostockiej z jednym z wiodących pol-
skich banków. Przedstawiono elementy architektury zastosowanego rozwiązania, a
także metody statystyczne i metody uczenia maszynowego oraz przykładowe wyniki
badań.

W rozdziale czwartym ŚRODOWISKO SYMULACYJNE MATLAB W ANALI-
ZIE SYGNAŁÓW EEG I EMG W CELACH KLASYFIKACJI POLECEŃ MEN-
TALNYCH, Dawid Pawuś i Szczepan Paszkiel opisują autorski system ekspercki
służący do klasyfikacji poleceń mentalnych na podstawie sygnałów EEG oraz we-
ryfikacji ich „czystości” poprzez analizę równoległego sygnału EMG. Zastosowano
metodę kroczącego całkowania sygnału EEG i binarnej weryfikacji aktywności mię-
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śni. System wykorzystuje sieć neuronową o złożonej strukturze do klasyfikacji da-
nych EEG.

Rozdział piąty Daniela Grabowskiego, PORÓWNANIE SKUTECZNOŚCI AL-
GORYTMÓW ROZPOZNAWANIA TWARZY W ZALEŻNOŚCI OD POZIOMU
ZNIEKSZTAŁCENIA ZDJĘCIA, analizuje wpływ zniekształceń zdjęć na skutecz-
ność algorytmów rozpoznawania twarzy (w tym sensie jest mowa o klasyfikacji w
aspekcie rozpoznania twarzy - obrazu). Zaprojektowano i przeprowadzono ekspery-
menty badając wpływ kompresji, rozmycia i szumu na dokładność działania algoryt-
mów. W eksperymentach przeanalizowano działanie trzech algorytmów: FaceNet,
VGG-Face oraz ArcFace.

W rozdziale szóstym WYKORZYSTANIE CHARAKTERYSTYKI DOMINU-
JĄCYCH CZĘSTOTLIWOŚCI HARMONICZNYCH I WYNIKÓW PRZEKSZTAŁ-
CEŃ TRANSFORMATY FALKOWEJ JAKO SUPLEMENTACJI ATRYBUTÓW
DO ANALIZ OPISUJĄCYCH WPŁYW DŹWIĘKU NA CZŁOWIEKA, autorstwa
Marka Kopczewskiego, przedstawiono kwestie wpływu bodźców akustycznych na
funkcjonowanie człowieka w kontekście analizy wpływu dźwięku na sen oraz proces
wybudzania się. Autor korzysta tu z badania powiązań i korelacji między cechami
zmienności częstotliwościowej dźwięku i ich wpływem na człowieka. W rozdziale
prezentowana jest propozycja wykorzystania wyników analizy sygnałów, jako roz-
szerzenia istniejących metod do badania wpływu dźwięku na funkcjonowanie czło-
wieka.

Anna Łupińska-Dubicka i Dorota Mozyrska, w rozdziale siódmym CHATGPT W
NAUCZANIU PROGRAMOWANIA: DOŚWIADCZENIA STUDENTÓW I WY-
ZWANIA DYDAKTYCZNE poruszają ważną i aktualną kwestię zmieniającej się
roli nauczyciela akademickiego w kontekście szybkiego rozwoju technologii zwią-
zanych ze sztuczną inteligencją. Autorki omawiają zarówno teoretyczne podstawy
zachodzących przemian w edukacji, jak i konkretne działania podejmowane w ra-
mach międzynarodowego projektu MAESTRO-AI. Rozdział przyczynia się do roz-
ważań na temat innowacyjnych metod kształcenia na poziomie akademickim.

Zachary Czech, Tomasz Grześ i Karol Przybyszewski, autorzy ósmego rozdziału
zatytułowanego BADANIE POPULARNOŚCI I SKUTECZNOŚCI LOKALNYCH
LLM WŚRÓD UCZNIÓW I STUDENTÓW, przedstawili wyniki badań dotyczą-
cych stopnia wykorzystania oraz efektywności lokalnych modeli językowych przez
studentów. W analizie uwzględniono takie modele jak: Mistral 7B Instruct-v03, Fal-
con3 7B Instruct, Llama3.1 – 8B Instruct, GPT-J 6B oraz Qwen2.5 7B Instruct. Ce-
lem było określenie, w jakim stopniu modele te odpowiadają na potrzeby użytkow-
ników w kontekście różnych zadań. Wyniki pokazały, że poszczególne modele mają
swoje mocne i słabe strony, które ujawniają się w zależności od charakteru wykony-
wanych zadań.

Niezależnie od szerokiego spektrum naukowych zainteresowań autorów, wspól-
nym mianownikiem większości rozdziałów prezentowanych w książce jest zastoso-
wanie narzędzi sztucznej inteligencji w badaniach poruszanych problemów. Publika-
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cja jest skierowana do osób zainteresowanych wykorzystaniem technik sztucznej in-
teligencji Zgromadzone w niej opracowania mogą okazać się wartościowym źródłem
także dla wykładowców akademickich i studentów kierunków informatycznych, sta-
nowiąc uzupełnienie treści realizowanych na zajęciach obowiązkowych i fakulta-
tywnych. W powstanie tej książki zaangażowało się wiele osób. Składam serdeczne
podziękowania Autorom poszczególnych rozdziałów za ich wkład, Recenzentom za
wsparcie w procesie selekcji materiałów oraz Wydziałowi Informatyki Politechniki
Białostockiej za pomoc i zaangażowanie w realizację tego przedsięwzięcia.

Białystok, październik 2025 Zenon A. Sosnowski
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