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PREFACE 

 

 

Computer Aided Design (CAD), over the years, has become one of the best 

methodologies for fulfilling engineering and technological needs through advanced 

numerical methods. CAD is considered as a mature solution, however analysis of current 

studies and practical examples indicate it as a deceptive illusion. CAD technology 

remains a rapidly growing class of methods and numerical schemes with applications 

in industries such as electronic, automotive, civil engineering, mechanical, biomedical 

and multidisciplinary projects.  

A number of books and papers are available on computer aided design and computer 

aided engineering methods. In the design, manufacturing and application processes, 

a thorough understanding of the properties of various technical solutions is required. 

Using numerical simulations, we are able to verify design assumptions, predict variations 

in properties and increase productivity. The current state of CAD solutions is confronted 

with new challenges. Specific, sophisticated engineering solutions demand the search for 

new algorithms as well as determine new areas of implementation. The specific methods 

of CAD are of interest in many industrial applications involving automation, electric and 

electronic instruments, electrical systems, motors, renewable energy, wireless 

communication, material technologies, etc. The numerical simulations can reveal 

valuable information on the analyzed system. Multivariate analysis and design 

optimization are obvious and well known extensions of CAD methods and the importance 

of which cannot be overestimated. 

The aim of this book is to provide a broad overview of CAD algorithms and to discuss 

the applications of CAD methods in different areas. Presentation of issues related 

to diverse fields provide an opportunity to learn specific solutions and it also provides 

an opportunity to explore wider responses for the developed methods in other areas. 

The analysis of various fields serves as an illustrative presentation of the strength of CAD 

methods. 
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Andrzej ŁUKASZEWICZ1, Roman TROCHIMCZUK1,  

Mykhaylo MELNYK2, Andriy KERNYTSKYY2 

1.  DESIGN OF MECHATRONICS SYSTEMS  

USING CAX ENVIRONMENT 

Modern mechatronic systems are a combination of mechanical engineering with 

electrical/electronic devices integrated by control as one real system. On the other hand, 

we can define mechatronic system as an intelligent connection of physical components 

(hardware) with information processing (software) [4, 10]. The word Mechatronics is 

described by Harashima, Tomizuka and Fukuda in 1996 [8] as: the synergetic integration 

of mechanical engineering with electronic and intelligent computer control in the design 

and manufacturing of industrial products and processes. 

As suggested by Bishop and Ramasubramanian [1], mechatronic systems can 

be divided into the following modules (subsystem): 

• physical systems, 

• sensors and actuators, 

• signals, 

• computers and logic systems, 

• software and data acquisition. 
 

The complexity of mechatronic systems, resulting from the interaction of subsystems 

from various disciplines, requests the use of a proper, multidisciplinary design 

methodology and appropriate CAx (Computer-Aided technologies) tools [7, 15]. 

Coupling of modelling and simulation tools from the different areas of mechatronics in 

MCAD (Mechanical CAD) system is one of the important points to decrease the time of 

product development [9]. 

Nowadays, in addition to specialized companies, technical universities have become 

serious competitors in the progress of mechatronic systems. This is possible mainly 

because of development of new materials, manufacturing methods, computer technology 

and electronics. Modern computer-aided design tools are widely available and are used by 

both industries and universities for modern engineering education [6]. 

 
1  Bialystok University of Technology, Poland 
2  Lviv Polytechnic National University, Ukraine 
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The information technology revolution, wireless communication, MEMS technology, 

and the development of multidisciplinary approaches (Fig. 1.1) allow the creation of new 

solutions [13]. Future will be dominated by mechatronics. 

In this paper, functional workflow in mechatronics design process between MCAD 

and ECAD (Electrical/Electronical CAD) tools in one CAx environment is presented. 

 

 

 

Fig. 1.1. Mechatronics system’s components in a multidisciplinary space [16] 

1.1.  MECHATRONIC DESIGN 

1.1.1.  STRUCTURE OF MECHATRONIC SYSTEM 

The main structure of the mechatronic system is defined by the following components: 

the system, the actuators and the sensors connected by the information processing unit. 

A flowchart of typical structure is presented in Figure 1.2.  

The system unit has generally mechanical, electromechanical, hydraulic or pneumatic 

structure or it can be a combination of them. It means that a specified physical system can 

be understood as a particular system that can be characterized by a hierarchically 

structured system. The aim of the sensors is to determine a chosen state variable value 

of the system. The state variables can be understood as the physical variables fully 

determined for a sampling interval by their values at sampling time 𝑡0. This ensures that 

the state variables for time 𝑡 > 𝑡0 are known. In this case, the sensors can be physically 

represented by the measured values or software sensors so called observers. The sensors 

supply input variables for the information processing, usually digital, i.e. discrete in terms 

of values and time. The information processing is done by a microprocessor although 

it can be also done by a fully analog or a hybrid analog/digital electronics. It determines 
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actions needed to affect the state variables of the system. An implementation of the 

actions is directly on the system by the actuators [2].  

Relations between main units of mechatronic device: the system, the sensors, 

the actuators and the information processing are connected by flows. Generally, there are 

three types of flows [2]: 

• material flow, 

• energy flow, 

• information flow. 

 

 
Fig. 1.2. The main structure of mechatronic system [2] 

 

Examples of material flow between mechatronic system units are solid bodies, tested 

objects, processed objects, gases or liquids. 

Energy flow is a different form of energy, for example mechanical, thermal 

or electrical but also action variables (e.g. force or current). 

Information flow means the information transferred between the units of the 

mechatronic system, for example measured variables, pulse control or data. 

1.1.2.  DESIGN METHODOLOGY ACCORDING TO THE VDI 2206 

The Association of German Engineers (VDI) in 2004 published the design 

methodology for mechatronic systems VDI 2206 [14]. The purpose of this guideline 

is to support the development of mechatronic products using a methodical approach. 

The VDI 2206 describes a flexible model, which can be used for the development of the 

product. The general workflow in VDI 2206 guideline is presented by the V-Model 

(Fig. 1.3) and can be described in the following stages: 

• the main, initial model of mechatronic system is divided into modules (subsystems) 

with top-down direction, modules are decomposed into assemblies to obtain 

components like single parts (bottom level of system’s structure), 
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• the behaviour of the system is predicted using simulation, 

• bottom-up integration process with validation and verification of every level is used 

to obtain the main properly-defined mechatronic system (top level of structure). 

 

 

Fig. 1.3. V-model for mechatronics systems design [17] 

 

Stages of mechatronic task solution [4]: 

• problem definition of system (task to perform), 

• determination of the functional structure, 

• division into independent modules (subsystems), 

• division of each module into the single-part structure, 

• determination of the possible solution for each module, 

• choose the best solution for subsystems, 

• collect and/or manufacture of the components, 

• integration of the components, 

• functional testing of the prototype, 

• documentation and presentation of the result. 

1.2.  MCAD POSSIBILITIES 

CAx environment in mechanical engineering gives the possibility of designing a 3D 

virtual model (CAD) and then performing series of numerical simulations like strength 

analysis or flow and heat transfer (CAE), development of the technology (CAM) and 

creation of 2D drafting [12]. Computer-aided design however, is only a tool in the hands 

of engineers, therefore it is important to choose or elaborate suitable strategies for the 

creation of a virtual model of real objects [11]. We can distinguish various types 

of models such as solid, surface, hybrid (surface-solid) and multibody. Usage of these 

techniques depends on the complexity of the project and its purpose.  
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Multibody modelling technique expands the opportunities for part module and speeds 

up editing and possible modification of the project [3]. In single part file, we can create 

and adjust bodies with irregular, complicated shapes and then save them as multibody 

part. This kind of operation minimizes errors resulting from incorrect modelling when 

creating individual parts and also improves assembly stage [5].  

Usage of hybrid techniques gives us possibility to create various difficult surfaces and 

then recreate them into solid object for proper analysis. 

Complex shapes and construction of modern mechatronic solutions require the use 

of advanced modelling techniques based on multibody modelling combined with hybrid 

modelling. These techniques significantly affect the acceleration and accuracy of the 

design process. 

1.3.  MCAD AND ECAD COLLABORATION 

Nowadays, CAx systems enable bi-directional collaboration between electrical  

(E-team) and mechanical (M-team) teams. For example, most commercial CAx systems 

use the ProSTEP protocol based on XML to PCB (Printed Circuit Board) design. It is an 

independent format that allows communication between ECAD and MCAD tools [18]. 

Platform for communication should allow error-free changes using only digital data. 

Collaboration between specialists working on the same project is carried out using PDM 

or PLM (Product Lifecycle Management) software dedicated for specific CAx 

environment. General structure of CAx tool levels and connection with IT is shown 

in Fig. 1.4. 

 

 

Fig. 1.4. General structure of CAx system and IT environment 
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Example of CAx system that use bi-directional collaboration between E-team and  

M-team is SolidWorks environment. Fig. 1.5 presents MCAD and ECAD tools in this 

CAx system. Different ECAD tools for electronic design (SolidWorks PCB) and for 

electric design (SolidWorks Electrical) [19] are shown here. 

Electronics design solution (SolidWorks PCB) provides PCB design technology with 

an integrated electro-mechanical collaboration solution. It has two modules [20]: 

• PCB schematics (electrical components library, schematic symbols, wiring), 2D, 

• PCB layout (board shape, placement electronics components, routing of electrical 

traces, generate 3D electronics parts) 2D and 3D, ECAD to MCAD. 
 

The M-team will try to mount or attach the PCB to the mechanical assembly. If the 

PCB does not fit perfectly with the M-design, the M-team can suggest or make some 

mechanical changes or modifications to the existing PCB layout. Next, push these 

changes back to the E-team. Example of designed PCB is shown in Fig. 1.6. 

 

 

Fig. 1.5. MCAD and ECAD tools in SolidWorks environment 

 

 

Fig. 1.6. PCB designed in ECAD (electronics design solution) [18] 
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Electrical 3D software (SolidWorks Electrical) enables users to convert 2D electrical 

system to 3D electrical system that includes: enclosure design, general arrangement, 

power systems, connectors, wires and cable routing and wire harness (Fig. 1.7). 

Capabilities include [20]: 

• easy and correct placement of components, 

• wire and cable length calculation, 

• auto route functionality, 

• create 3D general arrangement drawings based on the electrical schematic, 

• harness development. 

 

 
 

Fig. 1.7. Product designed in ECAD (electrical design solution) and MCAD [21] 

1.4. CONCLUSIONS 

Multidisciplinary nature of mechatronic systems enables flexible cooperation of many 

specialists from various industries. New methods of mechatronics systems design should 

include the security of product data and proper division of tasks in the team. Nowadays, 

it is necessary to teach both MCAD and ECAD tools in the field of mechatronics, as well 

as electronics and mechanical engineering. 

Advanced modelling techniques minimize the possibility of errors in the early stages 

of design. Combining the above-described techniques provide us with an opportunity to 

create more advanced project in much less time than using traditional techniques. 

Multibody modeling used during assembly stage reduce number of parts involved in the 

operation tree, significantly affecting the acceleration and accuracy of the design process. 

Development of data interchange protocols between MCAD and ECAD modules 

in CAx environment should take into account the possibility of saving data in neutral 
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format. Team communication and cooperation rules should be defined if team uses PDM. 

CAx tools must be compatible across engineering disciplines. 

The information technology revolution, wireless communication, MEMS technology, 

development of multidisciplinary approaches allow the creation of new mechatronics 

solutions. 
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Cezary MAJ1, Jacek NAZDROWICZ1, Adam STAWIŃSKI1 

2. FRINGING FIELD MODELLING  

IN MEMS CAPACITIVE  

COMB-DRIVE ACCELEROMETERS 

Modelling is a crucial step in designing MEMS devices. It is needed to estimate the 

device performance without its fabrication. Initially, simple calculations are needed to 

verify the possibility of device production with a given performance and to know the basic 

parameters necessary to achieve the desired goals. Further, optimization is commonly 

performed in order to improve the design. Both steps require simulation methods that are 

very fast and precise enough to reduce time to market. In many cases, classical, precise 

FEM simulations are not necessary and simple analytical models are used. MEMS devices 

like accelerometers, commonly uses elements of simple shapes that can be easily described 

with simple analytical formulas. However, analytical modelling is getting more 

complicated in case of capacitive transduction. Typically, these devices operate in the range 

of linear response but nothing can be done to avoid the influence of non-uniform electric 

field. Due to fringing field, a capacitance is often underestimated when using classical 

parallel plate formula. Therefore, there is a need for proper fringing field modelling. In this 

chapter, analytical modelling of fringing field on an example of MEMS accelerometer is 

presented. Specific structure type known as comb-drive consists of many small capacitors 

that enhance the impact of fringing field. Accelerometers in all axes are analyzed. 

Moreover, Z-axis accelerometer induces different electric field distribution due to the use 

of thinned fingers. Thus, analytical formulas are derived for various conditions. Finally, 

the model is compared with Coventor MEMS+ and fabricated strictures are measured in 

order to validate analytical approach. 

2.1.  INTRODUCTION 

Accelerometers are one of the most popular devices in the world. They are used in the 

measurement of angular and linear acceleration of vehicles, machines and other devices 

 
1  Lodz University of Technology, Poland 
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used e.g., in inertial navigation [1]. Ever since MEMS technology appeared in the market, 

the production of MEMS accelerometers continues to grows every year. Due to 

miniaturization, they are used in almost any mobile devices in detection of spatial 

orientation and its function controlling with movement [2]. One estimates that there are 

dozens of accelerometers per person. The most attractive are the capacitive accelerometers 

due to their high sensitivity, low power consumption and low temperature dependence [3]. 

Although, the principle of operation remains the same as that of old-type sensors, modelling 

and simulation steps are still necessary to obtain the desired performance. In addition, 

proper design path allows the shortening of time to market and reduction in the cost of 

development. 

One of the most common and reliable method used during the conception phase is FEM 

(finite element method) simulation [4]. Three-dimensional model of the sensor is built with 

desired precision and subsequently divided into nodes (meshing process). Each node is 

described with equations (the number depends on used types of domains) that are usually 

differential. Therefore, the complexity of the model influences the number of equations 

that needs to be solved. Even though the computing power of today’s computer is very 

high, simulation may take longer time to give result. This is particularly noticeable in 

optimization process. Thus, a faster approach is desirable. Note that during the initial design 

phase, the designer needs the basic information about the possibility of creating a sensor 

with imposed parameters. Thereafter, the designer needs the information of the range of 

sensor dimensions and basic performance (needed for read-out circuit). The use of FEM 

simulation seems to be unreasonable as it requires the creation of a 3-D model which is 

time consuming.  

An alternate approach is to use analytical modelling [5]. The device is considered as 

one element and a few analytical equations are formed to describe its behavior. In general, 

these equations have simplified form e.g., approximated solution of differential equation. 

Therefore, the solution is very fast and it may be performed without any dedicated software 

(e.g., with the use of spreadsheet). Moreover, this model can be simply parametrized and 

used for devices of almost any shape and any dimensions and also used in optimization 

phase [6, 7]. Note that simplified models are mostly used in devices with regular and simple 

shapes to obtain high precision. Nevertheless, final product should be verified with FEM 

simulation in order to obtain the results that takes into account all possible factors omitted 

in the analytical model. 

The need for a simpler and faster models create demand for a software that combines 

the advantages of analytical modelling (simulations time) and FEM (precision, complex 

shapes). One of the most promising is Coventor MEMS+ that allows simulating many 

popular MEMS devices like accelerometers, gyroscopes, microphones, micro-switches, 

micro-mirrors etc. It still uses meshing but not in a conventional way. Therefore, the 

simulations are hundred times faster than FEM simulators with very high precision. 

It should be mentioned that MEMS+ does not allow simulating complex structures but this 

inconvenience does not reduce its functionality. It has built-in shapes that are commonly 

used in MEMS devices, typical feature used in analytical models. Moreover, MEMS+ is 

integrated with other Coventor packages and provides designing of MEMS devices with 
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IC circuits and packaging. The model can also be exported to Cadence environment in 

order to perform full IC simulation and automatic layout generation. 

Accelerometers are simple devices that can be described with analytical model. They 

consist of elements of basic shapes where movement and deformation are described with 

well-known basic formulas. Combining mechanical domain with others needed for 

describing the type of transduction (electrical, piezoelectric, piezoresitive) is an effortless 

task. Sometimes, iterative calculations are required however, set of equations have 

polynomial form which makes it easier to solve. The only factor that affects the accuracy 

of calculations is the model reduction by omitting certain phenomena. In our consideration, 

capacitive accelerometers are analyzed. Transduction that uses electric field cannot be 

simply described with one formula. Fringing fields are underestimated in case of commonly 

used parallel plate capacitor equation. If accelerometer is a comb-drive type, the accuracy 

of calculation results are insufficient. In this chapter, we will show how to model fringing 

field accurately in capacitive comb-drive accelerometers.  

2.2.  MODELLING OF COMB-DRIVE ACCELEROMETER 

2.2.1.  PRINCIPLE OF OPERATION 

Inertial MEMS accelerometers consist of a proof-mass that is suspended with springs 

attached to a fixed frame as shown in Fig 2.1. 

 

 

Fig. 2.1. Schematic of MEMS accelerometer 

 

When acceleration is applied, the inertia force acts on the proof-mass causing its 

displacement from initial position. Springs allows to counteract the inertia force in order to 

get to equilibrium state. Proper design of springs allows sensing the acceleration in desired 

direction. The proof-mass moves in XY plane in case of XY-axis accelerometer and moves 

in Z direction in case of Z-axis accelerometer. Capacitive transduction uses a capacitor 

formed with the proof-mass and fixed part of the sensor. Therefore, two types of 

accelerometers are used depending on the sensing axis (Fig. 2.2). XY-axis accelerometers 

use comb-drive structure that increases the effective area of capacitor plates [10]. Z-axis 

accelerometers typically use parallel plate structure wherein, bottom plate is placed beneath 

the proof-mass [10]. Nevertheless, in some cases, comb-drive structures are also used due 
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to technological restrictions. In both cases, proof-mass movement causes capacitance 

change that is converted into electrical signal with read-out circuit. 

 

 

Fig. 2.2. Photos of comb-drive accelerometer (left) [8] and parallel plate accelerometer (right) [9] 
 

2.2.  FRINGING FIELD 

Let us analyze a parallel plate capacitor, the most commonly used structure in electronic 

devices. It consists of two plates arranged in parallel. The overlapping surfaces allow to 

obtain uniform electrostatic field between plates when a voltage is applied on them. 

In MEMS devices, one of the plates is movable. Thus, the capacitor has variable 

capacitance. In general, this plate is moving in a direction normal to the plate plane to keep 

the same overlapping surface during the operation. The capacitance is then calculated with 

the following equation that takes into account the dimensions of the structure 

𝐶 = 𝜀
𝑆

𝑑
 , (2.1) 

where 𝜀 is the permittivity of environment, 𝑆 is the area of plate forming the capacitor and 

𝑑 is the gap distance between plates. However, this formula is valid only for infinitely large 

parallel plates because it takes into account uniform electric field between plates only. 

Therefore, devices should have plates as large as possible. In real cases, the electric field 

exists outside the overlapping surfaces as show in Fig 2.3. 

Some works have reported that the real capacitance is almost 45% higher than the value 

obtained with equation (2.1) [11]. Therefore, equation 1 should be modified in order to take 

into account the fringing field, which is possible using the definition of capacitance 

(the ratio of the charge and electric potential). However, it requires solving Maxwell’s 

equation. Thus, alternate methods that makes use of modification of equation (2.1) [12-16] 

are also available. Note that the influence of fringing field depends on the dimension of the 

plates (more precisely, the ratio of the length of the plates’ edges and plates’ area) and gap 

distance [17]. Second term plays an important role as the gap distance is usually very small 

and therefore, the results obtained with equation (2.1) are more accurate. 
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Fig. 2.3. Electric field distribution in parallel plate capacitor 

 

2.3.  COMB-DRIVE STRUCTURE 

The fringing field effect in comb-drive structure is more complex. Such structure 

consists of several fingers that forms multiple small capacitors (Fig. 2.4). In addition, there 

are two capacitors for each finger, the main with small gap and parasitic between each pair 

of fingers. Although this second gap is much larger, it still plays a role in capacitance 

(up to 40%). Larger gap distance produces greater impact of fringing field as mentioned in 

previous paragraph. Additionally, overlapping of combs generate different electric field 

distribution (Fig. 2.5). In the area between fingers and fixing points, the electric field is 

closer to linear with rather small distance. Thus, one expects significant impact on the total 

capacitance. 

 

  

Fig. 2.4. Comb-drive structure in typical  

XY-axis accelerometer 
Fig. 2.5. Fringing field in  

comb-drive structure 

 

The fringing field effect is more complex in the case of Z-axis accelerometer. Comb-

drive structure is used due to the lack of cavity electrode. The design of such structure is 

not intuitive. If we redesign the suspension to obtain the deflection of the proof-mass in 

Z-direction, the change in capacitance is independent of the sense of the direction of 

acceleration. Therefore, such sensors use asymmetrical proof-mass to obtain its rotation 

[18]. Additional modification is the use of thinned fingers as presented on the X-FAB 

micromachining process description (Fig. 2.6). Thereafter, two main capacitances are 

distinguished: each on opposite sides of the sensor (left and right). When the proof-mass 

rotates in one direction, left combs move down and right combs move up (Fig. 2.7). 

Due to thinner fingers in the left combs, the corresponding capacitance will decrease while 

the second one will increase. In the case of opposite direction of proof-mass rotation, the 
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capacitances also change in the opposite directions respectively. Note that the suspension 

must be designed in such way to obtain proof-mass twisting. Moreover, suspension bending 

in Z direction should be negligible. 

 

 

Fig. 2.6. Surface micromachining process cross section [19] 

 

 

Fig. 2.7. Proof-mass rotation in Z-axis accelerometer 

2.4.  FRINGING FIELD MODELLING 

The mechanical description of the sensor is described in [20]. This section will focus on 

the electrical domain and the computation of the initial capacitance (without acceleration). 

We start with the previously mentioned equation (2.1). Due to the existence of many 

fingers, the equation will need to be written in the following form 

𝐶 = 𝑛𝜀
𝑆

𝑑
 , (2.2) 

where 𝑛 is the number of fingers in the inner or outer combs, 𝜀 is the permittivity of 

environment, 𝑆 is the area of finger forming the capacitor (overlapping surface) and 𝑑 is 

the gap distance between fingers. As mentioned earlier, each pair of fingers that form the 

main capacitance is close enough to the next pair and this capacitance has to be taken into 

account. Therefore, the capacitance is 

𝐶 = 𝑛𝜀
𝑆

𝑑1
+ (𝑛 − 1)𝜀

𝑆

𝑑2
 , (2.3) 
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where 𝑑1 is the distance between fingers in pair and  𝑑2 is the distance between pairs of 

fingers (Fig. 2.8). Note that the number of capacitors formed by pair of fingers is one less 

than the number of capacitors formed by fingers in pairs. 

 

 
Fig. 2.8. Geometry of capacitors formed by fingers 

 

  

Fig. 2.9. Geometry of capacitors  

formed by fingers 
Fig. 2.10. Non-overlapping surfaces  

in case of thinned fingers 

 

Equation 2.3 allows the calculation of the capacitance that results from the linear electric 

field between overlapping surfaces (S in Fig. 2.8). Next, the formula for calculating the 

capacitance resulting from fringing field will be derived. In order to simplify the 

calculations, suitable assumptions will need to be made. The electric field for non-

overlapping area 𝑆𝑓  is assumed to be linear as shown in Fig. 2.9. Thereafter, we can 

calculate the mean distance 𝑑𝑚 between fingers and use classical formula for capacitance 

(equation 2.1) as follows 

𝐶𝑓 = 𝜀
𝑆𝑓

𝑑𝑚
,    𝑑𝑚 = 0.92

𝑑 + √𝑑2 + 𝑓2

2
 , (2.4) 

where 𝑓 is the length of non-overlapping part of the finger. The constant 0.92 in equation 

(2.4) is set experimentally as the calculation of the exact mean value is complicated. This 

value is correct for ratio 𝑓/𝑑 up to 10 (typical in most accelerometers). Equation (2.4) has 

to be used for all non-overlapping surfaces, those corresponding to fingers and those 

corresponding to proof-mass and frame. Note that in case of Z-axis accelerometer, 

additional non-overlapping surfaces exist due to fingers thinning. All non-overlapping 

surfaces are marked in Fig. 2.10. In case of corner areas 𝑆𝑐, the calculation is made in 

a similar way as previously described using the following formulas 

𝐶𝑐 = 𝜀
𝑆𝑐

𝑑𝑚𝑐
,    𝑑𝑚𝑐 = 0.92

𝑑 + √𝑑2 + 𝑓2 + ∆ℎ
2

2
 , 

(2.5) 

where 𝑑𝑚𝑐 is the mean value and Δℎ is the difference in the height between fingers. 
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2.3.  RESULTS AND COMPARISON WITH MEMS+ 

In our previous works, we designed XY-axis and Z-axis accelerometers [17, 20]. These 

accelerometers are designed in compliance with X-FAB technology [19]. Thus, the 

thickness of sensor layer is 30 µm and all accelerometers use comb-drive structure. Y-axis 

accelerometer uses H-shape proof-mass with four springs on each ending.  This shape 

allows placing the combs outside and inside the proof-mass. The thickness of fingers is as 

small as possible in this technology (2 µm). Its length is 75 times larger (technological 

limit). The distance between fingers is 2 µm (as small as possible) in order to obtain high 

initial capacitance. The distance between each pair of fingers is set to 6 µm to minimize 

undesirable electrostatic force between these fingers. Separation distance between fingers 

and fixing points is set to 10 µm. X-axis accelerometer has the same structure but scaled 

with a factor of 1.5. The idea was to investigate the behavior of the sensor with higher 

sensitivity but with possible non-linear response. Z-axis accelerometer differs significantly 

due to the rotational response of the sensor. The main dimensions of fingers are taken from 

X-axis accelerometer to obtain higher sensitivity as the use of asymmetrical proof-mass 

reduces the total number of fingers – only outside combs may be placed. The height of 

thinned fingers is 20 µm.  The suspensions use only two springs connected on opposite 

sides of the proof-mass in its axis of rotation. The total size of the sensor is similar to  

Y-axis accelerometer. All sensor dimensions are shown in Table 2.1. 
 

Table 2.1. Accelerometers dimensions 

 Y-axis X-axis Z-axis 

Finger length 140 µm 200 µm 200 µm 

Finger width 2 µm 4 µm 4 µm 

Finger separation 10 µm 15 µm 10 µm 

Sensor layer thickness 30 µm 

Thinned finger thickness not used 20 µm 

Gap between fingers 2 µm 

Gap between pairs of fingers 6 µm 

Number of finger (per side) 56 80 52 

 

These accelerometer models have been implemented in MEMS+ as shown in Fig. 2.11. 

Next, DC analysis has been run in order to calculate the initial capacitance of the structure. 

In case of analytical calculation, the results are presented for each component separately: 

parallel plate capacitance eq. (2.3), capacitance due to fringing field for each non-

overlapping surface eq. (2.4 and 2.5) and capacitance between fingers endings and 

frame/proof-mass eq. (2.2). Note that the capacitance is calculated for both gap distances: 

2 µm and 6 µm. 

The results for Y-axis accelerometer are presented in Table 2.2. One has to observe that 

it is necessary to take into account the capacitance between each pair of fingers. Gap 

distance between them is only a few times larger than the one between fingers in pair. 
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In our case, it is about 25% of total capacitance. Capacitance due to fringing field is 

calculated to be about 5%. In comparison to MEMS+, analytical model is underestimated 

by 5%. It is understandable because no fringing field along overlapping fingers is taken 

into account. Estimations show that parallel plate capacitance should be increased by about 

5% to cover the difference. 
 

Table 2.2. Results for Y-axis accelerometer 

Y-axis accelerometer 
Capacitance [pF] 

Analytical model MEMS+ 

Parallel plate 
d=2 µm 

0.966 
1.012 

– 

Separation fringing field 0.046 

Parallel plate 
d=6 µm 

0.316 
0.343 

Separation fringing field 0.027 

Fingers endings 0.021 

Total capacitance 1.376 1.446 

 

 

 
Fig. 2.11. Accelerometer models in MEMS+: X-axis (top-left), Y-axis (top-right) and Z-axis (bottom) 

 

Next, X-axis accelerometer was analyzed. The results are presented in Table 2.3. 

The results are similar to the previous accelerometer. Fringing field for non-overlapping 

surfaces play a smaller role as separation distance is the same with 1.5 times longer fingers. 

This results also in larger difference compared to MEMS+ results. Now, analytical model 

is underestimated by about 10%. Parallel plate capacitance should be increased by about 

12%. Note that in this case, finger width is two times larger. Thus, the capacitance due to 

fringing field for overlapping surfaces is larger than in Y-axis accelerometer. 
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Table 2.3. Results for X-axis accelerometer 

X-axis accelerometer 
Capacitance [pF] 

Analytical model MEMS+ 

Parallel plate 
d=2 µm 

1.964 
2.036 

– 

Separation fringing field 0.072 

Parallel plate 
d=6 µm 

0.647 
0.696 

Separation fringing field 0.049 

Fingers endings 0.025 

Total capacitance 2.757 3.07 

 

Finally, Z-axis accelerometer was analyzed. The results are presented in Table 2.4. 
 

Table 2.4. Results for Z-axis accelerometer. 

Z-axis accelerometer 
Capacitance [pF] 

Analytical model MEMS+ 

Parallel plate 

d=2 µm 

0.874 

1.047 

– 

Thinned fingers fringing field 0.133 

Separation fringing field 0.028 

Corner fringing field 0.011 

Parallel plate 

d=6 µm 

0.286 

0.390 
Thinned fingers fringing field 0.080 

Separation fringing field 0.017 

Corner fringing field 0.007 

Fingers endings 0.014 

Total capacitance 1.451 1.444 

 

As seen, fringing field due to thinned fingers was taken into account in this case. 

The capacitance is then increased by about 18%. The total capacitance is now almost the 

same as the one obtained in MEMS+ although the fringing field between one of the finger 

edges (those in the same plane) is not taken into account. However, the capacitance due to 

thinned fingers fringing field is overestimated. Analytical model assumes that electric field 

lines are straight. Therefore, the mean distance is overestimated.  

2.4.  EXPERIMENTAL VERIFICATION 

All of the above-mentioned accelerometers have been fabricated using X-FAB XMB10 

MEMS technology. Each type of accelerometer has been placed on separate wafers. 

One of them is presented in Fig. 2.12. Note that this technology uses top cap wafer in 

bonding process. Thus, accelerometers are encapsulated and only test structures with 

bonding pads are visible. In the measurement of initial capacitance, FormFactor Summit 

11000 probe station is used where, probes are connected to pads corresponding to 

capacitance terminals. Probes are connected to Keysight E4990A probe analyzer that 

allows the measurement of capacitance in the range of pF. 
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Fig. 2.12. Wafer fabricated using X-FAB technology 

 

  

Fig. 2.13. Initial capacitance measurement  

for X-axis accelerometer 
Fig. 2.14. Initial capacitance measurement  

for Y-axis accelerometer 

 

Several structures have been measured for each type of accelerometer. Exemplary 

results are presented in Fig. 2.13–2.15. Initial capacitance for X-axis accelerometers is in 

the range 2.888–2.898 pF, for Y-axis accelerometers in the range 1.421–1.424 and for 

Z-axis accelerometers, in the range of 1.386–1.399. As seen, the measured values are very 

close to those obtained with MEMS+. In real device, the encapsulation and bottom wafer 

disturbs the electric field and influences the capacitance. Nevertheless, this impact seems 

to be negligible because results obtained with MEMS+ are slightly overestimated. Note 

that the measurement accuracy of impedance analyzer is very high (error smaller than 1%) 

and does not compensate the difference.  In the case of Y-axis accelerometer, the difference 

is 2%, while in the case of X-axis and Z-axis accelerometers, the difference rises to 5%. 

It seems that MEMS+ overestimates for larger structures. However, it is possible that some 

mismatch results from technological process even though the measurements are very 

repetitive. Nevertheless, both MEMS+ results and experimental results show that analytical 

model gives quite accurate results. 
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Fig. 2.15. Initial capacitance measurement for Z-axis accelerometer 

2.5.  CONCLUSIONS 

In this chapter, modeling approaches of MEMS accelerometers have been described 

with particular reference to phenomena that may affect the precision of the results. One of 

the most significant considerations in capacitive structures is the fringing field. Its influence 

on capacitance was discussed considering the example of comb-drive structure that consists 

of many small parallel plate capacitors. Therefore, fringing field in such structures has to 

be modelled properly. In our model, the capacitance resulting from fringing field is 

calculated for non-overlapping surfaces using simplification that assume that the field lines 

are straight. The results have been compared with those obtained with MEMS+ for three 

types of accelerometers: X-axis, Y-axis and Z-axis. Analytical model is underestimated by 

about 5–10% and gives almost the same results for Z-axis accelerometer. It has been found 

that analytical model overestimates capacitance resulting from fringing field and therefore 

additional non-overlapping surface for thinned fingers in Z-axis accelerometer 

compensates the difference. In addition, it has been observed how analytical model may be 

simply improved to increase precision. Nevertheless, analytical model gives accurate 

results that can be used in the early stage of the project or in optimization phase to reduce 

the simulation time. One has to emphasize that the final results should be verified with 

a more precise simulator (MEMS+ or classical FEM simulation used in ANSYS, 

COMSOL). Finally, simulated structures have been fabricated and measured. Results 

obtained from measurements correspond to those obtained from simulations and proves 

that analytical model is a very efficient method in prototyping phase. 

Results presented in the chapter are supported by the project STRATEGMED 2/266299/19NCBR/2016 

funded by The National Centre for Research and Development in Poland. 
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Michał SZERMER1, Adam STAWIŃSKI1, Andrzej NAPIERALSKI1 

3. MODAL ANALYSIS OF VIBRATORY 

MICROGYROSCOPES 

The MEMS rotational velocity sensor is a well-known inertial device that consists of 

two main vibrating systems: resonator (drive direction) and accelerometer (sense 

direction). These crucial vibratory subsystems and their fit influences performance, 

accuracy and measurement scope of the sensor. As kinetic energy is transferred between 

both vibratory directions, vibratory modes must be analyzed to obtain the optimal response 

of the device. As MEMS gyroscope is a complex device whose operation depends on 

several structural details, the crucial stage of the whole design process is CAD modeling 

of geometry taking into consideration desired effects, simulations of designed model and 

analysis of results. MEMS gyroscopes are well-known devices that find their usage and 

applications in many commercial, military and medical devices for measurement purposes 

[1, 2, 3, 4] due to low technology and fabrication price. The major disadvantage is the slow 

design process and development and its costs. The advantage, however, is that the final 

product has low power comsumption, and fast application to many PCB equipment which 

includes ASIC to process signal obtained from MEMS [5]. The simple output sensor signal 

processing makes these inertial sensors interesting in today’s market.  

Although MEMS gyroscope is a complex device, it consists of simple shapes that play 

an important role due to its influence on the performance parameters. In the case of 

vibratory gyroscopes, where frequency is one of the main physical quantities, vibratory 

adjustments decide its usage and application. Therefore, among a wide spectrum of 

analysis, modal analysis stands out as the main reference point for structure optimization. 

The aim of this paper is to bring up modal analysis of MEMS gyroscope operation with 

COMSOL and Matlab/SIMULINK software. Two different geometries are assumed and 

simulation results are presented. The other objective of the paper is to present modal 

analysis results by taking into consideration spring constants and variation in the damping 

coefficients as an effect of temperature variation. 

 
1 Lodz University of Technology, Poland 
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3.1.  INTRODUCTION 

The MEMS vibratory gyroscope is a mechanical 2-degrees of freedom (DOF) spring-

mass-damper system. Such devices consist of inertial mass suspended on springs that are 

anchored to the substrate. Depending on the type of gyroscope, all springs are anchored to 

the substrate or few of them only. Remaining ones are anchored to external inertial mass 

called inertial frame. Either internal mass or external, one is directly or indirectly connected 

to comb structures which are an integral part of sensor and due to its displacement, can 

measure the specific physical quantity for further transfer to the other one with integrated 

circuit support. The inertial mass is a combined electrode fingers (combs) and the movable 

part of gyroscope [6]. These movable fingers are extruded from all 4 sides of the mass 

[1, 7]. Resonator comb structures (drive direction) loaded with voltage causes vibrations, 

comb structures for accelerometer (sense direction) loaded with voltage, are used to detect 

capacitance changes in time, which in turn can be transformed in corresponding ASIC to 

angular velocity [8]. Some interesting geometries and simulation results can be found in 

papers [9, 10]. 

 

 

Fig. 3.1. General gyroscope and MEMS vibrating gyroscope operation principal (left)  

and general model of decoupled gyroscope (right) 

 

Principle of operation of MEMS vibratory gyroscope is based on the well-known 

Coriolis phenomena which appears in rotating objects (Fig. 3.1) with non-zero linear 

velocity [4, 11] 

𝐹𝐶 = −2𝑚 (𝛺
→

× 𝑣
→

), (3.1) 

where, 𝛺 is angular velocity, 𝑣 – linear velocity, and 𝑚 – mass of object. Fundamental 

equations governing MEMS gyroscopes can be expressed with second order differential 

equations 

𝑚𝑥

𝑑2𝑥

𝑑𝑡2
+ 𝑐𝑥

𝑑𝑥

𝑑𝑡
+ 𝑘𝑥𝑥 = 𝐹𝐷 𝑠𝑖𝑛( 𝜔𝑡) + 2𝑚𝑦

𝑑𝑦

𝑑𝑡
𝛺, (3.2a) 

𝑚𝑦

𝑑2𝑦

𝑑𝑡2
+ 𝑐𝑦

𝑑𝑦

𝑑𝑡
+ 𝑘𝑦𝑦 = −2𝑚𝑥

𝑑𝑥

𝑑𝑡
𝛺 (3.2b) 
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Elements 2𝑚𝑦𝛺𝑦̇ and 2𝑚𝑥𝛺𝑥̇ are related to Coriolis force components induced by 

rotation. Coriolis force terms are induced by dynamic coupling between resonator and 

accelerometer. Ignoring the crosstalk interference element of the equation −2𝑚𝑦𝛺𝑦̇, both 

equations can be written in the following form 

𝑚𝑥

𝑑2𝑥

𝑑𝑡2
+ 𝑐𝑥

𝑑𝑥

𝑑𝑡
+ 𝑘𝑥𝑥 = 𝐹𝐷 𝑠𝑖𝑛( 𝜔𝑡), (3.3a) 

𝑚𝑦

𝑑2𝑦

𝑑𝑡2
+ 𝑐𝑦

𝑑𝑦

𝑑𝑡
+ 𝑘𝑦𝑦 = −2𝑚𝑦

𝑑𝑥

𝑑𝑡
𝛺 (3.3b) 

Often we can meet these equations which  include 𝜁 =
𝐶

𝑚𝜔
 , where 𝜁 is a damping ratio, 

𝜔𝑥 = √
𝑘𝑥

𝑚𝑥
 , 𝜔𝑦 = √

𝑘𝑦

𝑚𝑦
 , 𝑄𝑥 =

𝑚𝑥𝜔𝑥

𝑐𝑥
, 𝑄𝑦 =

𝑚𝑦𝜔𝑦

𝑐𝑦
, (3.4) 

𝑄 factor describes the behaviour of the gyroscope during damping. High 𝑄 factors reflect 

oscillators with low damping – they vibrate longer. 𝑄 factor value of 0.5 is a threshold 

which changes meaningful damping during vibrations. 

In many MEMS applications, it is crucial to analyze the sensitivity of a vibrating 

gyroscope eigenfrequencies in relation to temperature fluctuation. Based on the above 

considerations, MEMS vibrating gyroscope require frequency stability under changes 

taking place in the environment where the device operates. 

Since in the case of MEMS vibratory gyroscope, mode-matching of both vibration 

directions is crucial, modal analysis of such device is one of the most important steps during 

the design. 

3.2.  DESIGN AND SIMULATIONS 

Model of MEMS vibratory gyroscopes were prepared in COMSOL Multiphysics 

software and simplified models were prepared in Matlab/SIMULINK software. A model 

created in COMSOL reflects the real physical device shape, whereas model in 

Matlab/SIMULINK implements Newton’s motion equations and its complexity comes 

directly from the need to reflect geometry details. FEM models were simulated in stationary 

and eigenfrequency studies.  

Geometrical dimensions and physical properties are presented in Table 3.1, 3.2 and 3.3. 

Eigenfrequency calculations of particular nodes were performed in two steps: 

• stationary study - computes both displacement and stress, 

• eigenfrequency study - stationary study step was applied to calculate natural 

frequencies of particular nodes. 
 

To compute eigenfrequencies for different entry value (for example external force), 

parametric sweep was applied. 

Two different fundamental cases of modal analysis should be considered for MEMS 

inertial devices: for constant, reference temperature and for various temperature.  
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Table 3.1. Geometrical details of gyroscope with one inertial mass 

Quantity Value 

Proof mass length/height 1000·10-6 m 

Edge spring length 200·10-6 m 

Device thickness 30·10-6 m 

Drive electrode count 30 

Sense electrode count 30 

Gap between fingers 26.5·10-6 m 

 

Table 3.2. Geometrical details of gyroscope with two inertial masses 

Quantity Value 

Proof mass height 1000·10-6 m 

Proof mass length 200·10-6 m 

Inertial frame height 675·10-6 m 

Inertial frame thickness 25·10-6 m 

Device thickness 30·10-6 m 

Drive electrode count 30 

Sense electrode count 30 

Gap between fingers 26.5·10-6 m 

Table 3.3. Physical properties of polysilicon 

Quantity Value 

Young’s modulus 160 GPa 

Poison ratio 0.22 
 

3.3. MODAL ANALYSIS RESULTS FOR  

CONSTANT TEMPERATURE 

In a constant temperature environment, it is assumed that the temperature has no 

influence on the device. It is assumed that it equals to reference temperature. Here, 

temperature is assumed to be 293.15 K. 

Results of simulation performed in FEM software are depicted in Fig. 3.2 (for device 

including one common mass for both drive and sense directions) and Fig. 3.3 (for device 

including two inertial masses) respectively. These figures present two first modes for drive 

and sense directions separately, which are important in point of view vibratory gyroscope, 

because they are distinctly related with the particular drive and sense directions. According 

to the figures presented, it can be seen that the displacement vibration modes are directed 

towards particular motion axis. Therefore, applying forces with vectors coinciding with 

these directions allow the control of displacement amplitude: force controls amplitude – 

amplification of amplitude (taking into consideration natural frequencies). It is obvious that 

this considers both sensors (adjust displacement amplitude that may cause an increase in 

the measurement range, sensitivity and accuracy) and actuators (change displacement 

amplitude). 
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Particular natural frequencies were obtained in COMSOL with sweeping simulation use. 

These natural frequencies are presented later as a part of the discussion of simulation 

results. To ensure accurate computation of the natural frequencies, they are compared with 

results obtained from Matlab/SIMULINK simulations. 

 

 

 

 

Fig. 3.2. Modal analysis of MEMS gyroscope  

with one mass (left) and double (right) central springs on each side 

 

 

 

 

Fig. 3.3. Modal analysis of MEMS gyroscope  

with inertial frame (left) and central springs (right) 

 

 
Fig. 3.4. Results of modal analysis of MEMS gyroscope  

with one mass for different length of suspensions 

 

Fig. 3.4 and 3.5 show the dependencies of eigenfrequency on the two crucial geometrical 

dimensions: width and length of particular suspensions. We observe, that the spring 

constant falls rapidly (for small spring length) and then the drop is gradual as the suspension 
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length increases. Similarly, modal analysis shows strong dependency of eigenfrequency on 

the change in this dimension. In the case of increase in the width, we observe that the 

eigenfrequency grows, however, for shorter suspension, this dependency is stronger than 

for longer suspension. 
 

 
Fig. 3.5. Results of modal analysis of MEMS gyroscope  

with one mass for different width of suspensions 

Fig. 3.6 shows the magnitude and phase of transfer function for the first considered 

gyroscope (with one mass). It can be seen that this type of gyroscope is almost mode-

matched - frequency difference ∆𝑓 is very tiny. This difference (in case of fabricated 

device) is caused by inaccuracies in dimensions or fabrication imperfections. In an ideal 

situation - when vibrating gyroscope is mode-matched (the natural frequency of a drive 

axis exactly matches the natural frequency of sense axis), the primary benefit is the 

improvement of performance and increased sensitivity (key parameter of each microsensor 

- it grows in the case of drop in the frequency difference). For this kind of gyroscope, mode-

matching strongly depends on the sameness of spring constants. 

 

 
Fig. 3.6. Magnitude (left) and phase (right) of transfer function for gyroscope with one inertial mass 

 

 
Fig. 3.7. Magnitude (left) and phase (right) of transfer function for gyroscope with two masses 
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Fig. 3.7 shows the magnitude and phase of the transfer function for gyroscope with two 

inertial masses. It is seen, that larger difference between drive and sense modes - angular 

frequency difference is about 0.3·105 rad/s (4777 Hz). Therefore, in the case of such 

structure, mode-matching is worse than in the case of single-mass configuration.  

3.4.  TEMPERATURE INFLUENCE ON MODAL ANALYSIS 

RESULTS 

As the inertial sensors or actuators are mechanical structures built of solid materials, 

they are very susceptible to some environmental factors, which can play significant role in 

commercial applications. One such factors is temperature, considered by some as the 

crucial factor having a destructive effect on the device performance. 

Basically, temperature variation has a significant influence on the material properties, 

including those in used modern electronics and micromechanics disciplines. These 

materials are thermo-sensitive in small or large extent, being potentially a source of some 

response to physical quantity variations, which, in turn, may be crucial in sensing or 

actuating process and accuracy of measurement or may be just avoided. Table 3.4 shows 

the thermal properties of polysilicon used in this study. 
 

Table 3.4. Thermal properties of polysilicon 

Quantity Value 

Thermal coefficient 𝛼 (for ∆T=0) 2.6·10-6 [1/K] 

Thermal coefficient of Young’s modulus 𝛽 (for ∆T=0) -80·10-6 [1/K] 

 

Since each solid material expands under temperature, its geometrical dimensions also 

change, and can be expressed by 

𝑙(𝑇) = 𝑙0(1 + 𝛼∆𝑇), (3.5) 

where 𝑙0, 𝑙, 𝛼, ∆𝑇 are initial length (in 𝑇0 temperature), length in 𝑇 temperature, thermal 

expansion coefficient and temperature difference 𝑇 − 𝑇0 respectively. The next parameter 

which is temperature dependent is elastic modulus. When it changes, it causes variation of 

the gyroscope stiffness and also the resonant frequency [5, 6] 

𝐸(𝑇) = 𝐸0(1 + 𝛼∆𝑇),      𝑘(𝑇) = 𝑘0(1 + 𝛼∆𝑇), (3.6) 

where 𝐸(𝑇), 𝐸0 are elastic modulus for the polysilicon material at a temperature 𝑇 and 𝑇0 

respectively. Similarly, 𝑘 and 𝑘0 are stiffness at temperature 𝑇 and 𝑇0 respectively. Based 

on gyroscope inertial mass 𝑚 and stiffness 𝑘, resonant frequency 𝜔0 may be calculated 

with the following equation 

𝜔0(𝑇) = √
𝑘(𝑇)

𝑚
= √

𝑘0(1 + 𝛼∆𝑇)

𝑚
 . (3.7) 
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From the above formula, we see that the resonant frequency varies with temperature 

variation.  

Results presented in Fig. 3.8 show how spring constant is affected by temperature 

variations. Spring constant was obtained in two ways, with the use of both COMSOL 

(FEM) and separately with SIMULINK (analytical) simulation based on the models 

presented here. Calculation of spring constant with FEM required model to be body loaded 

with specified object like Thermal Expansion, a sub-object of the Linear Elastic Material. 

As a result, it was observed that both modeling methods gave similar results of spring 

constants (for analytical calculations (one-mass gyroscope configuration): 1470 N/m, FEM 

simulations: 1540 N/m), however, results from FEM software are more reasonable as they 

provide more device accuracy and sensitiveness – and consequently better mode matching 

of both actuator and sensor. 
 

 
Fig. 3.8. Spring constant dependency on temperature for MEMS actuator and sensor  

in vibratory gyroscope with one common central mass 

 

 
Fig. 3.9. Natural frequency dependency on temperature for MEMS actuator and sensor  

in vibratory gyroscope with one common central mass  

 

Results of the sweeping simulations in terms of natural frequency dependency on 

temperature are shown in Fig. 3.9 and 3.10. The model also took into consideration the 

Young’s modulus temperature dependency. For one mass decoupled MEMS device, results 

are presented in Fig. 3.9. It can be seen that natural frequency depends linearly on 
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temperature, however, frequency values for particular temperatures drop rapidly with 

temperature - almost 100 Hz with ∆𝑇 =100 K.  

For MEMS structure with inertial frame including edge serpentine suspensions 

(Fig. 3.10), the results meaningfully differ. In case of actuator, natural frequency drops with 

temperature, whereas in the case of sensor, it increases. In contrast to structure with one 

mass – the natural frequencies for resonator and sensor are nonlinear.  
 

 
Fig. 3.10. Natural frequency dependency on temperature for MEMS actuator and sensor  

in vibratory gyroscope with inertial 

3.5.  CONCLUSIONS 

Results of modal analysis are very important part of MEMS design process. First of all, 

it allows the detection (and fit) of frequency range of the device to operate. Secondly, 

it allows the matching of both drive and sense modes to obtain the maximum amplitude for 

sense direction (recall that this amplitude is 1000 less than for drive direction) and the 

resonance effect that is advisable to use. Results show that through manipulation of 

dimensions and geometry choice, we can decrease or increase eigenfrequency, however, 

the option is to manipulate suspension dimensions as the numerator of the equation (3.4) 

changes more than the denominator (mass of suspension changes slightly in comparison to 

inertial mass). 

Results of simulations performed for different temperatures further show that the 

particular modes are temperature sensitive and have influence on natural frequency values. 

According to the principle of operation of vibratory gyroscope, such temperature variation 

will degrade the performance of the device. 
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Andrzej KOSZEWNIK1 

4. INFLUENCE OF ORTHOGONAL METHODS  
ON DESIGN PROCESS OF VIBRATION 
CONTROL SYSTEM FOR CANTILEVER BEAM 
WITH NON-COLLOCATED PIEZO-ELEMENTS 

To design vibration control system for flexible structures, their mathematical model 
should be reduced. In this paper, we consider the influence of the model reduction on the 
dynamics of the real closed-loop system. A simple cantilever beam is the object of 
consideration since we are able to formulate the exact analytical model of such structure. 
As a result of reduction, the model with low frequency resonances is usually separated from 
the high frequency dynamics because high frequency part of the model is naturally strong 
damped. In order to estimate dynamical system for control purposes in the paper, 
we applied a few orthogonal methods such as: modal and Schur decompositions. As it is 
shown, all methods well calculate resonances frequencies but generate different anti-
resonances frequencies. In the vibration control systems, the anti-resonances play essential 
role. They influence the stability and dynamics of the closed-loop systems. The controllers 
designed for different reduced models were applied to real full plant. Dynamics behavior 
of the closed-loop systems with such controllers were analyzed and compared. 
The theoretical considerations were confirmed by experimental investigations. 
In conclusion, we should carefully choose model reduction methods in the design process 
of the vibration control system. 

4.1.  INTRODUCTION 

Increase of the dimensions and reduction of the masses of the mechanical structures lead 
to their higher flexibility and compliance to internal and external excitations. Therefore, 
the active vibration control systems of flexible structures gain more and more popularity. 
The reduction of structure mathematical models is an important problem when we want to 
design the active vibration control system. As we know, a model reduction simplify 
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procedure of design control system but in many cases can amplify many problems like 
spillover effect [1], research for optimal distribution of sensors and actuators [2], influence 
of non-collocation of sensor/actuator [3, 4], or looking for unknown damping components 
of the structure [5].  

Some of aforementioned problems are solved by using Finite Element Method which 
allows to predict dynamics of the designed structure. Such solutions are used in the papers 
[5, 6, 7] where vibrations of flexible rotors, trusses or plates are described by the mass and 
stiffness matrices. This way obtained numerical model (with many eigenvectors and 
eigenvalues) is very helpful to describe the dynamic behavior of the investigated structures, 
but from control strategy point of view, it is too complicated to design a proper control law. 
Thus, in order to simplify the control system design process the model with large number 
of degree of freedoms (DOF’s) should be reduced by well-known orthogonal methods 
[6, 7]. 

The modal decomposition is a classical method for the linear model reduction. 
According to this method, the eigenvectors and eigenvalues are used to separate the 
dynamics description of the particular modes and modes are divided into controlled and 
non-controlled ones. Apart from aforementioned modal method, often to describe the 
vibration of structure especially beam and bar structures, the Rayleigh-Ritz method [8] or 
Schur decomposition [7] are used. In all reduction methods, the eigenvalue problem of 
consider structure is solved to determine an approximation functions of the mode shapes 
and natural frequencies based on assumed boundary and initial conditions. 

The influence of the model reduction on the dynamics of real closed-loop system is 
considered in the paper. For beam with non-collocated piezo-elements (sensor, actuator), 
the model is determined in process of identification procedure and next compared with 
others reduced order models obtained by using aforementioned orthogonal methods. Then, 
each obtained model is transformed to the partial-fraction form which then allows the 
calculation of the sum of static residuum R0 of the model. In case of modal decomposition, 
the obtained model according to [6] can be expressed as 

𝐺(𝑠) = ෍
𝜑௜(𝑘)𝜑(𝑙)

𝑚௜(𝑠ଶ + 2𝛼௜𝑠 + 𝛼௜
ଶ + 𝜔௜

ଶ)

ே

௜ୀଵ

+ 𝑅଴, (4.1a) 

𝐺(𝑠) = ෍
1

𝑚௜

ே

௜ୀଵ

𝑅௜ଵ

(𝑠 + 𝛼௜ + 𝑗𝜔௜)
+ ෍

1

𝑚௜

ே

௜ୀଵ

𝑅௜ଶ

(𝑠 + 𝛼௜ − 𝑗𝜔௜)
+ 𝑅଴, (4.1b) 

where φi(k), φi(l) – the modal amplitudes at the actuator (k) and sensor (l) locations,  
𝑚௜ - the i-th modal mass, 𝑗𝜔௜ - the imaginary parts of the poles of the transfer function, 
𝛼௜ - the real parts of the poles, 𝑁 - considered amount of mode shapes, 𝑅௜ଵ, 𝑅௜ଶ – residues 
of the transfer function for i-th mode shape. 
Then, the residues of the model for each considered mode shape can be express as 

𝑅௜ଵ =
𝑗𝜑௜(𝑘)𝜑௜(𝑙)

2𝜔௜
,      𝑅௜ଶ =

−𝑗𝜑௜(𝑘)𝜑௜(𝑙)

2𝜔௜
, (4.2) 
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Taking into account eq. (4.1) and eq. (4.2), we can consider the most favorable indicator 
during design control law is a value of static residuum 𝑅଴ since 

𝑅ଵଵ + 𝑅ଵଶ + 𝑅ଶଵ + 𝑅ଶଶ + 𝑅ଷଵ + 𝑅ଷଶ + ⋯  =  0, (4.3) 

and for 𝑁 → ∞ we have 𝑅଴ → 0. 
In order to check how this value influence the control system, the obtained models 

(estimated and reduced order ones) are investigated. With the help of root-locus method, 
the boundary gain of feedback loop is determined for each model and next verified during 
experimental investigations. 

4.2.  THE BEAM AS A CONTROL PLANT 

The cantilever beam with non-collocated piezo-elements located on opposite sites of the 
beam, as shown in Fig. 4.1, is an object of the considerations. The piezo-stripes used during 
investigations work as an actuator and a sensor respectively. From strategy control point 
of view, the considered beam represents non-collocated system because the control and 
measurement places are different. The main disadvantage of such system is that the control 
system can lead to their unstable behavior. Therefore, in order to counteract such behavior, 
the control law should be carefully designed.  

 

Piezo-
actuator

Piezo-sensor

 
 

 

Fig. 4.1. The steel beam with the piezo-stripes as a actuator and a sensor:  
scheme (left), photo (right) 

 

4.2.1.  IDENTIFICATION OF THE CONTROL PLANT 

The determination of the mathematical model of the smart beam with the use of 
identification procedure [9, 10] was the first point of investigation. To do this, the beam as 
a control plant is excited by signal generated from Digital Signal Analyzer (DSA) chirp 
signal in form of u(t)=5sin(ωt) in the selected frequency range 10 - 410 Hz. Next, such 
obtained signal is amplified by the bipolar amplifier SVRbip3/150 and applied to the piezo-
actuator. At the same time, the amplitude of vibrations of the beam are measured by piezo-
sensor and transformed to voltage by piezo-charge amplifier Kistler 5018A1000. 
As a result, the frequency response function of the beam is achieved and recorded by DSA 
(see Fig. 4.2b).  The photo of test rig during identification procedure is shown in Fig. 4.2a.  
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Fig. 4.2. The photo of test rig during identification procedurę (left), the frequency response function  

of the smart beam in the selected frequency range 10-410 Hz (right) 
 

Taking into account Fig. 4.2b, we can see that the lowest three natural frequencies of 
the plant are 𝑓ଵ = 13.6 Hz, 𝑓ଶ = 85 Hz, 𝑓ଷ = 237 Hz and the lowest two anti-resonances 
frequencies are 𝑓ଵ஺ = 41.1 Hz and 𝑓ଵ஺ = 321 Hz which will be a base for further 
investigations. In order to determine the mathematical model of this beam, the estimated 
model with different equation orders is tested. For each case, the good fitting of estimated 
model to experimental data was an indicator chosen to find the best order model. As it can 
be seen in Fig. 4.4, the best results are achieved for model with order 𝑝 = 60. Of course 
from strategy control point of view, the assumed order is too high. So on further 
calculations, the order of this model is maximal reduced to 𝑝 = 21 with the use of the well-
known balance method. The obtained reduced order estimated model still has a good 
convergence between model and experimental data (Fig. 4.3b).   
 

Fig. 4.3. The comparison of amplitude plot of:  
experimental data and the estimated model (left), estimated reduced order models (right) 

 
The finally estimated model is described in partial-fraction that sum of residues equals 

-0.0002. For this model, with help of root locus method the Evans plot are determined and 
shown in Fig. 4.4. Taking into account obtained plots, we can see four zeros of this model 
located on right half-plane which are due to two lowest frequency anti-resonances. 
Such location of these zeros causes that consider system with proportional control law may 
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be unstable especially in low frequency range. Thus, in order to ensure stability of control 
system for the estimated model, the boundary gain of the controller should not cross over 
a value of 35.2. 
 

  
 

Fig. 4.4. The Evans plot for the estimated model obtained from experimental identification 

4.3. INFLUENCE REDUCTION ORDER METHODS  
TO VALUE OF BOUNDARY GAIN 

Further investigations need to check how the choice of reduction order methods 
influence the value of boundary gain in case of considerations of damped system. As a first 
method, the modal numerical decomposition method is chosen. With the help of this 
method, the reduced order model is determined in the frequency range of 10 - 410 Hz that 
contains only the first three lowest frequency resonances. Taking into account 
equation (4.1) and modal amplitudes of piezo-actuator and piezo-sensor to consider mode 
shapes, the model of the beam can be written as 

𝐺ெை஽஺௅(𝑠) =
0.0782𝑗

𝑠 − (−0.1 + 1419.4𝑗)
+

−0.0782𝑗

𝑠 − (−0.1 − 1419.4𝑗)

+
0.3433𝑗

𝑠 − (−0.4 + 513.5𝑗)
+

−0.3433𝑗

𝑠 − (−0.4 − 513.5𝑗)

+ +
0.4407𝑗

𝑠 − (−0.9 − 83.8𝑗)
+

−0.4407𝑗

𝑠 − (−0.9 + 83.8𝑗)
− 3.3931 ∙ 10ିସ. 

(4.4) 

As it can be seen, the static residue of this model equals −3.39 ∙ 10ିସ. It is a value close 
to zero, so in the next step, there is a need to check how this value influence the value of 
boundary gain of feedback loop. Again with the help of Evans plot, a value of this gain is 
estimated and results are shown in Fig. 4.5b.  

As we can see in Fig. 4.5b, the obtained feedback gain is 46.5 and it is a value far from 
the gain obtained for estimated model. Analyses of magnitude plot (see Fig. 4.5a) also 
shows small differences in comparison to amplitude plot from Fig. 4.3b. Especially, it is 
visible in vicinity of third anti-resonance frequency that it is closer to the third natural 
frequency than it is in case of plots obtained from experimental identification.  
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Fig. 4.5. The plots of reduced-order model obtained from modal numerical decomposition:  
amplitude plot (left), Evans plot (right) 

4.4.  MODAL ANALYTICAL MODEL 

Modal analytical approach is the next method considered in the paper. The state space 
model of the beam with non-collocated piezo-stripes is once again used as in paper [11] 
with such difference that the values of particular damping coefficients for the first three 
lowest natural frequencies are considered in the state matrix 𝑨. As a result, the damped 
model of smart beam can be written as 

𝒙̇(𝑡) = 𝑨𝒙(𝑡) + 𝑩𝜀(𝑈௦), 

𝑈௦௘௡௦௢௥(𝑡) = 𝑪𝒙(𝑡), 
(4.5) 

where 

𝑨 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−𝜔ଵ
ଶ 0 0 −2𝜉ଵ𝜔ଵ 0 0

0 −𝜔ଶ
ଶ 0 0 −2𝜉ଶ𝜔ଶ 0

0 0 −𝜔ଷ
ଶ 0 0 −2𝜉ଷ𝜔ଷ⎦

⎥
⎥
⎥
⎥
⎤

,  

𝑩 =

⎣
⎢
⎢
⎢
⎢
⎡

0
0
0

𝑊[−𝑈ଵ(𝑥ଵ) + 2 ⋅ 𝑈ଵ(𝑥ଶ) − 𝑈ଵ(𝑥ଷ)]

𝑊[−𝑈ଶ(𝑥ଵ) + 2 ⋅ 𝑈ଶ(𝑥ଶ) − 𝑈ଶ(𝑥ଷ)]

𝑊[−𝑈ଷ(𝑥ଵ) + 2 ⋅ 𝑈ଷ(𝑥ଶ) − 𝑈ଷ(𝑥ଷ)]⎦
⎥
⎥
⎥
⎥
⎤

, 

 

𝑪 = [𝑘௨𝜀ଵ(𝑡) 𝑘௨𝜀ଶ(𝑡) 𝑘௨𝜀ଷ(𝑡) 0 0 0],  

𝑘௨ - factor of electro-mechanical coupling in the piezo-sensor, 𝑊 =
௞ೖ௔್

ఘ್஺್
 - constant,  

𝑘௞  - coefficient of factor which depends on the type of piezo-actuator. 

M
a

g
n

itu
d

e
 (

d
B

)

Im
a

g
in

a
ry

 A
xi

s 
(s

e
co

n
d

s
-1

)



45 

Again, taking into account equation (4.1), the obtained model from equation (4.5) is 
expressed in partial-fraction form as 

𝐺ா௑஺஼்(𝑠) =
0.3088𝑗

𝑠 − (−1.6 − 1489.1𝑗)
+

−0.3088𝑗

𝑠 − (−1.6 + 1489.1𝑗)

+
0.3895𝑗

𝑠 − (−4.3 − 534.1𝑗)
+

−0.3895𝑗

𝑠 − (−4.3 − 534.1𝑗)

+
0.0024𝑗

𝑠 − (−0.2 − 85.5𝑗)
+

−0.0024𝑗

𝑠 − (−0.2 − 85.5𝑗)
 . 

(4.6) 

Analysis of this model indicates that sum of their residue equals zero. So, taking into 
account this fact, we can suppose that value of feedback gain calculated for this model 
should approach value of 35.2. The obtained results proved that it is true, because such 
value is 42.2. 

  
 

 

Fig. 4.6. The plots of reduced order model obtained from modal analytical decomposition:  
amplitude plot (left), Evans plot (right) 

4.5.  SCHUR DECOMPOSITION 

Schur decomposition is the last orthogonal method considered in the paper. For this 
purpose, the state space matrix of damped model is decomposed to orthogonal matrix 
𝑼 which represents mode shapes and upper triangular matrix 𝑻. In results of such 
decomposition, the order of the model is reduced according to equation (4.7) and once 
again express in partial-fraction form (4.8) 

𝑼 ⋅ 𝑻 ⋅ 𝑼𝑻 = 𝑨, (4.7) 

 

where: 𝑨 = ቂ
𝟎 𝑰

−𝑴ି𝟏𝑲 −𝑴ି𝟏𝑪
ቃ and 𝑪 is the Rayleigh damping. 
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𝐺ௌ஼ு௎ோ(𝑠) =
0.0195 − 0.723𝑗

𝑠 − (−5 + 1419.5𝑗)
+

0.0195 + 0.723𝑗

𝑠 − (−5 − 1419.5𝑗)
+

−0.0197 + 4.575𝑗

𝑠 − (−13.2 + 513.5𝑗)

+
−0.0197 − 4.575𝑗

𝑠 − (−13.2 − 513.5𝑗)
+

0.1382𝑗

𝑠 − (−0.4 + 83.8𝑗)

+
−0.1382𝑗

𝑠 − (−0.4 − 83.8𝑗)
 . 

(4.8) 

Similar to previous models, also in this case, the amplitude plot (Fig. 4.7a) and root-locus 
curves (Fig. 4.7b) are plotted. As it is shown in Fig. 4.7b, the obtained value of boundary 
gain is the worst, because difference between this value and the gain obtained for estimated 
model equals even 14.5. Such divergence in results of course may lead to instability of the 
whole control system during experimental tests.   
 

 

Fig. 4.7. The plots of reduced order model obtained from Schur decomposition:  
amplitude plot (left), Evans plot (right) 

4.6.  ANALYSIS OF THE CLOSED-LOOP SYSTEM  
WITH BOUNDARY GAIN 

Next step of investigation was the analysis of designed control law in the laboratory. 
In this order, firstly, there is a need to prepare laboratory stand to test by proper connection 
of all equipment such as: DSA, DSP controller, bipolar amplifier and charge-amplifier. 
Next, with the help of Matlab Simulink software with inbuilt toolbox of DSP controller, 
there is a need to design control system (Fig. 4.8) to test this system.  

Experimental investigations in the frequency domain are carried out once again using 
DSA that allow generation of a similar signal as it was during identification procedure. 
Such generated signal in the form of u(t)=5sin(ωt) in the selected frequency range 
10 – 410 Hz according to Fig. 4.9 is added to the control signal derived from proportional 
controller. The new signal obtained in this manner is applied to the piezo-actuator by 
D/A card located on board of DSP controller. Vibrations of the beam are measured by the 
piezo-sensors and transmitted to A/D DS2002 card and also mounted on the DPS board. 
The experimental amplitude plot of the closed-loop system are obtained by using two 
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channels analyzer HP35670A. The first channel is connected to control signal with chirp 
signal but the second, to signal from charge amplifier. The amplitude plots as a result of 
the experiment are recorded and shown in Fig. 4.9. 

 

 

Fig. 4.8. The system designed in Simulink software with A/D and D/A cards of Dspace controller 

 

 
 

Fig. 4.9. The comparison of the amplitude plot of the open-loop system and closed-loop systems  
(simulation and experiment) in the selected frequency range 

 
Analysis of the experimental amplitude plot of the closed-loop system with simulation 

results indicate that there exist a good fitting between this plots. Especially, it is visible in 
vicinity of the first peak of natural frequency, where amplitudes of both systems are similar 
and also their values are the same. Additionally, comparison of these results with amplitude 
plot of the open-loop system show us that amplitude of all natural frequencies of the 
considered closed loop systems are lower, about 8 - 10 dB in comparison to amplitude of 
peaks of the open-loop system. It means, that in the system there is an occurrence of an 
additional damping which damp the vibration of the considered smart beam.  

4.7. CONCLUSIONS 

The modern and real mechanical structures used in many applications are structures 
described by multi-degree of freedom mathematical models. A large number of DOF’s 
caused that their control is a very difficult task and requires determination of a suitable 
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mathematical model for these structure and in some cases, also reduce order model. As it is 
known from literature, the choice of model reduction methods has a significant influence 
on the dynamics of the real closed-loop system. Thus, in order to check how orthogonal 
method influence the stability of the model, a simple cantilever beam with piezo-stripes 
actuator/sensor located in two different planes was chosen as an object of considerations.  

The starting point of investigations determined estimated model of the beam from 
identification procedure and compared this model with others reduced order models (modal 
and Schur decomposition). The obtained results show that each considered reduced order 
methods well calculate natural frequencies, but generate different anti-resonance 
frequencies. Also, the obtained results (Figs. 4.5b, 4.6b, 4.7b, 4.8b) has shown, that closed-
loop systems with reduced order models can be unstable in the selected frequency range, 
because some zeros are located on right side of Evans plots. Of course, from control point 
of view, such results are very dangerous. Thus, in the next step, there is a need to consider 
such control law that ensure stability of the whole system.  

Investigations described in the paper show that a good indicator during design control 
law may be a sum of residue of particular orthogonal models, especially when the control 
system is designed using root-locus method. Then, the obtained results unequivocally 
indicated that the best method that gives the best result is modal analytical method. 
Both obtained values of the sum of residues (-3.39e-4) and boundary gain of feedback loop 
(42.2) are the closest to values obtained for model obtained from identification (-2.1e-4; 
35.2), respectively. 
 Experimental investigations carried out in the lab stand confirm the above conclusion. 
Taking into account control scheme from Fig. 4.8, it can be seen that the set up value of 
gain controller (𝑘௣ = 36.1) during test ensures similar Bode plot as in the case of 

simulation analysis. For both closed-loop models (experimental and simulation), the value 
of first natural frequency is slightly decreasing in comparison to the first natural frequency 
of the open-loop system. Moreover, the amplitudes of these control systems are also 
decreasing, about 8 - 10 dB in comparison to the amplitude of the open-loop system 
especially in vicinity of resonance peaks. This proves the occurrence of additional damp in 
the control system.  

Finally, it can concluded that analysis of the sum of residues of damped open-loop 
system is a good method during the design of simply control law, especially for SISO 
models as a cantilever beam with non-collocated piezo-elements.   
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5. DEVELOPMENT OF AN ALGORITHM  

FOR DETECTING ATTACKS  

IN SENSOR WIRELESS SYSTEMS 

Wireless networks have gained immense popularity. Their widespread distribution is 

due to undeniable advantages over traditional cable networks: ease of deployment, user 

mobility in the network coverage area, easy connection of new users. On the other hand, 

the security of such networks often limits their application. If an attacker needs to have 

a physical connection to the network when attacking a wired network, then in the case of 

wireless networks, he can be anywhere in the network coverage area. Also, these networks 

are subject, including due to protocol imperfections, to specific attacks, which will be 

discussed below. On the other hand, the low level of security of such networks often limits 

their application. Also, these networks are subject, including due to protocol imperfections, 

to specific attacks, which will be discussed below. 

In connection with the foregoing, researchers are looking for possible improvements to 

current protocols. In [1], the author proposes to encrypt the entire MAC protocol data unit 

(MPDU), including MAC headers, except for the FCS frame check sequence, which, will 

lead to noticeable delays in data transmission and low channel bandwidth. Another 

approach is to put in the control frame a hash of a certain string known only to a specific 

sender, by transmitting which in the future it can be uniquely identified and processed [2]. 

However, this method only prevents one type of attack. 

In practice, to protect against network attacks, ordinary users and small organizations, 

as a rule, are limited to using anti-virus software, which at the present stage of development 

has some additional protection modules [3]. Large enterprises are forced to purchase 

expensive wireless intrusion detection systems (WIDS). However, currently, there are no 

generally accepted standards in this area; manufacturers use closed algorithms for detecting 

and classifying attacks. In this case, the task of attributing a fragment of network traffic to 

some type of attack or normal network activity can be solved by applying the methods of 

data mining (DM) [4]. 

 
1  Lviv Polytechnic National University, Ukraine 
2  Wroclaw University of Science and Technology, Poland 
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In [5, 6], to solve this problem, the use of neural networks and the support vector method 

Support Vector Machine (SVM) are proposed. In [7], an approach to the organization of 

a neural network attack detection system based on a two-layer perceptron and Kohonen 

network was considered. 

It is worth noting that the above studies relate to the detection of intrusions into 

traditional wired networks [8]. However, there are no works on the targeted use of DM 

methods to detect attacks specific to local wireless networks. For this reason, this material 

discusses the main types of attacks inherent in wireless networks, some recommended 

methods of protection against them, and also proposes the architecture of an attack 

detection system based on DM methods and evaluates the effectiveness of the attack 

detection algorithms used in it. 

5.1.  ATTACKS IMPLEMENTED IN WIRELESS NETWORKS 

The attacks on wireless networks are based on intercepting network traffic from an 

access point or traffic between two connected stations, as well as introducing additional 

data into a wireless communication session. To form a better understanding of the types of 

wireless attacks that an attacker can carry out against a wireless network, it is important to 

classify them. So, attacks can be aimed at different layers of the OSI model: application, 

transport, network, channel and physical. 

Depending on the purpose of the attack, characteristic of the 802.11 protocol family can 

be divided into several categories [9]: obtaining unauthorized access to the network; 

integrity violation; privacy violation; access violation; identity theft. 

Depending on the purpose of the attack on local wireless networks, OSI models can be 

divided into several categories [10]: 

• gaining unauthorized access to the network: rogue access point, spoofing MAC, 

hacking a network client, hacking access points, 

• integrity violation: 802.11 frame injection, play 802.11 data, delete 802.11 data, play 

802.1X EAP, play 802.1X RADIUS, 

• breach of confidentiality: eavesdropping, evil twin, AP phishing, the man in the 

middle, 

• accessibility violation: radiofrequency noise, Queensland DoS, Flood Request Probe, 

Associate / Authenticate / Disconnect / Deauthenticate Flood, 802.1X EAPStart, 

EAPFailure Flood, 

• authentication Bypass: Pre-Shared Key, Identity Theft 802.1X, 802.1X EAP 

Downgrade, password cracking 802.1X, hacking domain accounts, hacking WPS PIN. 

 

These attacks are based on the use of vulnerable wireless networks represented in the 

WVE database [11]: 

• sending Probe requests with a zero-length SSID tag field (WVE-2006-0064), 

• EAP Logoff attack (WVE-2005-0050), 

• RTS / CTS flood (WVE-2005-0051), 
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• WLAN flooding with dissociation packets (WVE-2005-0046), 

• WLAN flooding with deauthentication packets (WVE-2005-0045), 

• KARMA wireframe (WVE-2006-0032), 

• sending an invalid deauthentication reason code, 

• sending too long an SSID (WVE-2006-0071, WVE-2007-0001), 

• sending an Airjack beacon frame (WVE-2005-0018), 

• sending invalid channel numbers in beacon frames (WVE-2006-0050). 

 
Table 5.1. The ratio of the number of attack signatures in the training base 

Normal 67343 

DoS R2L 

Class Quantity Class Quantity 

neptune 41214 guess_passwd 162 

smurf 2646 ftp_write 8 

Pod 201 imap 11 

teardrop 892 phf 4 

land 18 multihop 7 

back 956 warezmaster 40 

U2R Probe 

Class Quantity Class Quantity 

buffer_overflow 30 portsweep 2931 

load-module 9 upsweep 3599 

Perl 3 satan 3633 

rootkit 10 nmap 1493 

 

Table 5.2. The ratio of the number of attack signatures in the test base 

Normal 9711 

DoS R2L 

Class Quantity Class Quantity 

neptune 4657 guess_passwd 1231 

smurf 665 ftp_write 3 

Pod 41 imap 1 

teardrop 12 phf 2 

land 7 multihop 18 

back 359 warezmaster 944 

U2R Probe 

Class Quantity Class Quantity 

buffer_overflow 20 portsweep 157 

load-module 2 upsweep 141 

Perl 2 satan 735 

rootkit 13 nmap 73 

 

Testing the wireless access level for WPA2-Enterprise. A connection is a sequence of 

packets starting and ending at specific points in time, between which data streams are 

transferred from the source IP address to the recipient IP address using a specific protocol 

[12]. Each connection is designated as normal or as some type of attack from four 

categories of attacks: Denial of Service (DoS), unauthorized obtaining of user rights 

Remote to Local (R2L), the unauthorized elevation of user rights to superuser User to Root 
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(U2R) and sensing (Probe). The ratio of the number of attacks of different types is shown 

in Table 5.1, 5.2. 

Some of these types of attacks are the costs of the technology of radiofrequency data 

transmission, and also depend on the human factor and must be addressed using 

organizational measures. Wireless intrusion detection (WIDS) systems should be 

distinguished from network security hardware, except for firewalls. 

5.2.  ATTACK DETECTION SYSTEM 

The decision on the security of any network activity in commercial products is 

implemented using closed algorithms, the principle of which is a commercial secret. 

Moreover, the declared number and types of detected attacks for different products differ, 

although, in reality, they belong to the same type of attacks, which is explained by the lack 

of standards in the classification. 

The tasks of detecting and classifying attacks can be solved by using data mining (DM) 

methods, which allow revealing significant correlations, patterns, and trends in large 

amounts of data. The proposed system uses algorithms for constructing a classification 

model based on the support vector method, the method of k-nearest neighbors, neural 

networks and decision trees. 

The proposed architecture of an intelligent attack detection system has a modular 

scheme for organizing interaction between components with a dedicated sensor subsystem 

and centralized management through the administrator console. The architecture of the 

system is shown in Fig. 5.1. 

 

 

Fig. 5.1. Structure of the Attack Detection System  

 

The basis for identifying attacks is a knowledge base, the construction of which at the 

stage of the initial configuration of the system provides a block for constructing 

a classification model. The classification model is built based on the signatures of the 

training sample and then used to classify real network activity. 
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The attack detection module of the designed attack detection system can be functionally 

divided into submodule for detecting attacks of the network, transport and application 

levels, link-level attack detection submodule. 

The system operates in two models: 

• configuration model, when a set of signatures is loaded into the block for constructing 

the classification model as input, each of which is a pair {traffic parameters vector 

| type of attack}, 

• normal operation model, when the values of the traffic parameters are supplied as input 

to the sensor subsystem. 

 

The basis for identifying attacks is a knowledge base, the construction of which at the 

stage of the initial configuration of the system provides a block for constructing 

a classification model. The classification model is built based on the signatures of the 

training sample and then used to decide the security of any network activity. In commercial 

products, this is implemented using closed algorithms, the principle of which is a trade 

secret. Moreover, the declared number and types of detected attacks for different products 

differ, although, in reality, they belong to the same type of attacks, which is explained by 

the lack of standards in the field of wireless attacks. 

As shown in the aforementioned works, the tasks of detecting and classifying attacks 

can be solved by using DM methods to identify significant correlations, patterns, and trends 

in large amounts of data. 

Next, we consider in more detail the methods of DM, which form the basis of the 

algorithm for constructing a classifying model of the proposed system. 

5.3.  METHODS FOR ANALYSIS OF ATTACKS  

IN SENSOR WIRELESS NETWORKS 

The Support Vector Method (SVM) refers to linear classification methods. Each state 

of the system is represented as a point in a multidimensional space, the coordinates of which 

are the characteristics of the system. Two sets of points belonging to two different classes 

are separated by a hyperplane in this space. In this case, the hyperplane is constructed 

so that the distances from it to the nearest instances of both classes are maximum, which 

ensures the greatest classification accuracy. 

Fig. 5.2 shows an example of classifying objects in two-dimensional space using SVM. 

The figure shows a training data set, which is a set of points of the form {𝑥𝑖, 𝑦𝑖}, 

𝑖 = 1, . . . , 𝑙, where 𝑥𝑖 ∈ 𝑅𝑛, 𝑦𝑖 ∈ {1,−1} is an indicator of the class to which the point 

belongs 𝑥𝑖. The classes of points are linearly separable, that is, there is such a hyperplane, 

on one side of which there are points of the class 𝑦𝑖 = 1, and on the other of the class  

𝑦𝑖 = −1. Points located directly on the hyperplane satisfy the equation 

𝛚 ∙ 𝑥 − 𝐛 = 0, (5.1) 

where the vector 𝛚 is the perpendicular to the dividing hyperplane, the quantity |𝐛|/‖𝛚‖ 
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(the absolute value of 𝐛 divided by the modulus of the vector 𝛚) determines the distance 

from the origin to the hyperplane, the operator “∙” denotes the scalar product in the 

Euclidean space in which the data lies. 
 

 
Fig. 5.2. Classification of support vectors 

 

All points for which the condition 𝛚 ∙ 𝑥𝑖 − 𝐛 = 1, lie in the hyperplane H1 parallel to 

the separating hyperplane and at a distance |1 − 𝐛|/‖𝛚‖  from the origin. Similarly, those 

points for which the condition 𝛚 ∙ 𝑥𝑖 − 𝐛 = −1, lie in the hyperplane H2 parallel to the 

plane H1 and the separating hyperplane, at a distance |−1 − 𝐛|/‖𝛚‖ from the origin. Thus, 

the distance between the plane and the positive reference vector is 1/‖𝛚‖, and therefore, 

the width of the strip is 2/‖𝛚‖. 

The advantages of this method are high accuracy, generalization ability, and low 

computational complexity of decision making. The disadvantage is the relatively large 

computational complexity of constructing a classifying model. 

The method for detecting attacks based on the support vector method is investigated. 

This was used to construct a classification model from the data of the training sample. 

The model was tested on attacks such as buffer overflow, rootkit, and SYN flood and 

showed the relevance of using the support vector method as the basis for an attack detection 

system. 

The k-nearest neighbor (k-NN) method is a classification method whose basic principle 

is to assign to the object the class that is most common among the neighbors of this object. 

Neighbors are formed from many objects whose classes are already known, and, based on 

a given value of 𝑘 (𝑘 ≥  1), it is determined which of the classes is the most numerous 

among them. If 𝑘 = 1, then the object simply belongs to the class of the only nearest 

neighbor. The k-NN method is one of the simplest DM methods. The disadvantage of the 

k-NN method is that it is sensitive to the local data structure.  

Neural networks make it possible to solve practical problems associated with pattern 

recognition and classification. A neural network consists of interconnected neurons that 

form the input, intermediate and output layers. Training takes place by adjusting the 

weights of neurons to minimize classification errors. The advantages of neural networks 

are their ability to automatically acquire knowledge in the learning process, as well as the 

ability to generalize. The main disadvantage is sensitivity to noise in the input data. 
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Decision trees are a tree structure of leaves and branches. On the edges of the decision, 

the tree is written the attributes that the objective function depends on, the values of the 

objective function are written in the leaves, and the attributes that distinguish the objects 

are written in the other nodes. To classify a new object, you need to go down the tree from 

the root to the leaf and get the corresponding class, the path from the root to the leaf acts 

as classification rules based on the values of the attributes of the object. 

The advantages of decision trees are the simple principle of their construction, good 

interpretability of the results, the disadvantage is the low accuracy of classification. 

Further, to identify the most effective method for constructing a classification model 

with a wireless attack detection system, a comparison of the considered DM methods will 

be given. 

5.4.  ANALYSIS OF CYBER ATTACKS  

IN SENSOR WIRELESS SYSTEMS 

The recognition accuracy of the considered types of attacks using SWS was assessed by 

comparing the classification results using various DM methods. Based on the above 

classification of attacks by OSI model levels, attacks on local wireless networks are divided 

into two groups:  

• physical and link-layer attacks that are specific to wireless networks;  

• attacks from the network to the application layers inherent in any technology for 

organizing local area networks, including Ethernet. 
 

The corresponding submodule of attack detection of the proposed system during the 

experiments uses the signatures of the NSL KDD-2009 base as an example of a network 

and application-layer attacks. To form a training sample of wireless attacks of the channel 

and network levels, a test local wireless network with access protection technology WPA2-

PSK was organized. The collected packages were analyzed and reduced to the form used 

in the NSL-KDD-2009 database. 

Initially, 41 attributes were used to describe the attacks in the NSL-KDD-2009 database, 

which reflect the application, transport, and network layers of the OSI model. The selected 

features are presented in Table 5.3. To describe attacks characterized by a large number of 

connections to the destination node, a window lasting two seconds was selected (DoS 

attacks), as well as a window of 100 connections to the same node (Probe). 

The first step was the processing of data from the database since for the error-free 

operation of the algorithms, all attributes must have numerical values distributed between 

zero and one. For this, text attributes were converted to binary, while numerical ones were 

normalized concerning the minimum and maximum values. 

After that, the data of the training sample were fed to the input of the building block of 

the classifying model, which forms the basis of the knowledge base, by various DM 

methods. Then, the attack detection module classified the records of the test set based on 

the corresponding model according to the criteria contained in the knowledge base and 

assigned a label to the class of network activity. 
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Table 5.3. Important traffic settings for network and application layers 

Features Description Type 

Characteristics of the TCP compound 

duration Connection time (s) numerical 

protocol_type Transport layer protocol text 

service Application layer service text 

flag Status of connection binary 

src_bytes Incoming stream, byte numerical 

dst_bytes Outbound stream, byte numerical 

land The addresses are the same, 0 otherwise binary 

wrong_fragment Number of incorrect fragments numerical 

urgent Number of urgent packages numerical 

Session Features 

hot Number of hot indicators numerical 

num_failed_logins Number of failed login attempts numerical 

logged_in Successful entry binary 

root_shell Access with administrative credentials binary 

num_root 
Number of access attempts with administrative 

credentials 
numerical 

num_shells Number of attempts to use the command line numerical 

num_access_files Number of operations with access control files numerical 

Stats in 2 seconds / 100 connections 

count /  

dst_host_count 
Number of connections with a matching host numerical 

serror_rate/  

dst_host_serror_rate 
% connection with error SYN numerical 

rerror_rate /  

dst_host_same_src_ port_rate 

% connections with REJ error /% connections with 

the same source port 
numerical 

same_srv_rate /  

dst_host_same_srv_ rate 
% of connections with the same service numerical 

diff_srv_rate /  

dst_host_diff_srv_ rate 
% connection to various services numerical 

srv_count /  

dst_host_srv_count 
Number of connections with matching service numerical 

srv_serror_rate /  

dst_host_srv_serror _ rate 
% connections with SYN error numerical 

srv_rerror_rate /  

dst_host_srv_rerror _ rate 
% connections with error REJ numerical 

srv_diff_host_rate /  

dst_host_srv_diff_ host_ rate 
% connections with different hosts numerical 

 

Based on the coincidence of the estimated and actual class labels, the effectiveness of 

attack detection was evaluated by the following criteria. 

1.  The total percentage of correctly classified attacks 𝐴 (accuracy) 

𝐴 =
𝑇𝑃 + 𝑇𝑁

𝑁
, (5.2) 

where 𝑇𝑃 is the number of true-positive records, 𝑇𝑁 is the number of true-negative 

records, 𝑁 is the total number of classified records. 
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2.  The accuracy of the classification 𝑃 (precision): 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
, (5.3) 

where 𝐹𝑃 is the number of false-positive records. 

3.  Completeness of classification 𝑅 (recall): 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
, (5.4) 

where 𝐹𝑁 is the number of false-negative entries. 

 

The traffic parameters used to describe the data link attack signatures are shown in Table 

5.4. The experiments were carried out according to the algorithm shown in Fig. 5.3. 

 
Table 5.4. Important traffic settings for network and application layers 

Features Description Type 

802.11 Protocol Features 

frame_ type/subtype Frame Type / Subtype text 
protocol_type Link Protocol Type text 
source_address Source MAC Address text 
destination_address Destination MAC address text 
Length Frame size, bytes numerical 

SSID SSID tag value text 

sequence_number Frame number numerical 

fragment_number Fragment Number numerical 

DS_status Distributed system sharing numerical 

more_fragments More fragments for transmission, 0 otherwise binary 

retry Retransmission of the previous frame, 0 otherwise binary 

pwr_mgt The client is in power saving mode, 0 otherwise binary 

more_data Buffered frames for transmission, 0 otherwise binary 

protected_flag Frame data is encrypted, 0 otherwise binary 

order_flag Processing frames strictly in order, 0 otherwise binary 

duration ACK + SIFS Transmission Duration, μs numerical 

chan_number Channel number numerical 

signal The signal level of the transmitter, % numerical 

TX_rate Baud Rate, Mbps numerical 

cipher Used encryption algorithm textual 

reason_code Deauthentication Reason Code numerical 

Statistics in 2 seconds 

mng_frm_count The number of management personnel numerical 
ctrl_frm_count The number of control frames numerical 
probe_count Number of connection requests numerical 
frag_count The average number of fragmented packets numerical 

 

The support vector method was implemented using the SVS C-SVC library LibSVM, 

and the radial basis function (RBF) was used as the kernel function. The maximum learning 

error was limited to 10-5. 
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Fig. 5.3. Algorithm for attack detection in sensorless systems 

 

The classification results using various DM methods are shown in Tables 5.5 and 5.6. 

When classified by the method of k-nearest neighbors experimentally, as the optimal 

parameters of the algorithm, we chose a value of k equal to five, and the metric is the 

Manhattan distance. 

The neural network was implemented as a multilayer perceptron with two hidden layers. 

Training with duration of 1500 cycles was carried out using the back propagation algorithm 

of the error. The maximum learning error was 10-7. 
 

Table 5.5. Network Application Layer Attack Performance Indicators 

Group 
Network  

activity class 

Support Vector 

Method 

k-nearest 

neighbors 

Neural  

network 

Decision  

trees 

fullness accuracy fullness accuracy fullness accuracy fullness accuracy 

DoS neptune 98.97 99.98 97.25 97.50 99.36 99.98 97.32 99.93 

normal normal 96.56 92.28 96.55 93.63 97.07 87.25 97.10 90.98 

R2L guess_passwd 76.69 100 66.86 95.48 66.37 97.03 65.72 99.88 

DoS smurf 100 99.70 97.59 100 95.19 99.53 100 100 

Probe satan 93.74 76.47 94.83 76.76 90.75 81.84 96.19 80.62 

U2R buffer_overflow 25.00 62.50 35.00 100 0 0 25.00 62.50 

DoS back 98.05 98.60 99.44 100 96.10 97.73 77.16 92.33 

R2L warezmaster 59.11 99.11 82.20 99.74 16.10 98.06 63.56 100 

DoS pod 95.12 72.22 95.12 72.22 82.93 70.83 95.12 46.99 

Probe nmap 98.63 93.51 97.26 91.03 79.45 90.62 98.63 74.23 

Probe ipsweep 97.16 93.84 97.16 74.86 97.87 79.31 99.29 88.05 

probe portsweep 91.08 56.30 85.35 73.22 89.17 61.67 84.71 54.07 

DoS teardrop 83.33 21.28 83.33 14.08 75.00 18.75 100 24.49 

DoS land 57.14 100 57.14 100 0 0 14.29 100 

Average 83,61 83.27 84.65 84.89 70.38 70.19 79.58 79.58 
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Table 5.6. Link Level Attack Performance Indicators (in %) 

Class 

Support Vector 

Method 

k-nearest 

neighbors 

Neural  

network 

Decision  

trees 

fullness accuracy fullness accuracy fullness accuracy fullness accuracy 

Normal 98.03 92.49 97.65 99.26 94.37 99.38 95.48 95.11 

rogue_client 100 37.56 6.22 20 32.44 20 100 69.02 

EAPOL_logoff_flood 8.82 100 26.85 100 0.12 100 44.08 100 

auth_flood 85.14 94.03 100 93.67 100 92.50 97.30 100 

EAPOL_start_flood 100 100 100 50.58 100 44.14 100 100 

deauth_flood 100 99.10 100 99.75 100 84.39 100 100 

caffe_latte 0 0 100 100 100 70.97 100 100 

Chopchop 100 62.86 100 100 100 3.28 100 2.27 

client_fragment 97.44 99.77 100 99.89 100 96.98 100 100 

AP_fragment 98.73 97.01 99.75 98.25 100 98.26 100 100 

data_replay 99.82 98.13 100 99.98 99.96 99.53 100 100 

MAC_spoofing 100 6.63 100 10.91 0 0 0 0 

evil_twin_AP 100 100 100 64.78 100 94.30 100 94.90 

EAP_replay 100 100 100 100 100 100 100 100 

beacon_flood 100 100 100 99.95 99.91 100 100 99.86 

RTS/CTS_flood 99.82 99.82 100 84.64 100 91.49 100 91.68 

fake_auth 55.56 100 66.67 85.71 77.78 10.45 100 100 

Average 84.90 81.61 88.07 82.79 82.62 70.92 90.40 85.46 

 

Decision trees were built using the standard operator of the RapidMiner environment, 

the minimum threshold for the formation of a new node was chosen to be 4, the minimum 

number of leaves of the node was one, and the maximum number of levels was 10. 

As can be seen from Table 5.5, the methods of support vectors and k-nearest neighbors 

showed close results in the course of detecting attacks, the decision tree and the neural 

network performed slightly worse. The low percentage of detection of certain types of 

attacks, such as warezmaster, guess_passwd, buffer_overflow, and land, is caused by the 

uneven quantitative distribution of training samples for different classes - the predominance 

of normal signatures and attacks of the DoS and Probe categories. For the same reason, 

some of the attacks were classified incorrectly, so their results are not presented in Table 

5.5. However, according to the indicators in Table 5.6, the k-nearest-neighbor method and 

decision tree are superior to SVM and neural networks in solving the task of detecting link-

layer attacks. Thus, the analysis of experimental data shows that the algorithms used to 

demonstrate different values of attack detection performance indicators depending on the 

type of network activity and the level of the OSI model at which the attack is implemented. 

In this regard, it is proposed to use an ensemble of four developed algorithms and one 

arbiter, which determines the final class of network activity by weighted voting. 

The architecture and functioning principles of the proposed ensemble will be the essence 

of further research. 
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5.5. CONCLUSIONS 

This material provides an overview of network attacks that are relevant for local 

wireless networks, presents the architecture of the proposed attack detection system based 

on the use of DM methods for recognizing attack data, and compares these methods during 

experiments to detect the considered types of attacks. 

In general, the methods showed high accuracy and completeness of detection during the 

experiments, from which it can be concluded that the proposed approach to detecting 

attacks in local wireless networks is practical. 
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6. QUERIES CLASSIFICATION USING  

MACHINE LEARNING FOR IMPLEMENTATION  

IN INTELLIGENT MANUFACTURING 

Today, information retrieval systems have plays an important role in intellectual 

manufacturing. Such systems would provide a speed with large volumes of data, system 

speed and etc. More roles in such system is search queries. The search queries are arrays 

of digital text information that can be big data, coming up to several hundred billion 

gigabytes or higher. In order to increase the speed of operation with such data in 

information retrieval systems, it is necessary to classify them.  

For task it is known: production section, 1000 search queries of arbitrary form and 

content and 5 search queries categories (error message, production section, the equipment 

state, sensors search, and system parameters).  

So here is the task lay down of the information retrieval systems speed increasing 

in manufacturing at the expense search queries classification by machine learning methods. 

6.1.  RESEARCH OBJECTIVE 

Here is the task lay down of the information retrieval systems speed increasing in 

manufacturing at the expense of the search queries classification by machine learning 

methods. For this task, it is known: 

• production section, 

• 1000 search queries of arbitrary form and content, 

• search queries categories: error message, production section, the equipment state, 

sensor search, system parameters, 

• only one value for each category can be assigned to each search query, and a set of 

possible values for each category is known beforehand, 

 
1  Kharkiv National University of Radio Electronics, Ukraine 
2  Lviv Polytechnic National University, Ukraine 
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• the search queries need to be analyzed and categorized into several unrelated 

categories, and the search query content should be defined as one of them, 

• when classifying search queries, categories are defined in advance, with clustering 

they are not specified, and even information about their number may not be available. 

It is necessary to perform mathematical statement of the search queries classification 

task. To do this, consider the existing formulations of the classification problem. 

 

Formally, the classification problem is the next: an array of text search queries  

𝑇 = {𝑡1, 𝑡2,  . . . ,  𝑡𝑖} and an array of possible classes 𝐶 = {𝑐1, 𝑐2,  . . . ,  𝑐𝑖} are set. There is 

an unknown target dependency – a transform image 𝑓: 𝑇 × 𝐶 → {0; 1}, that is set 

𝑓(𝑡𝑖, 𝑐𝑖) = {
0, if 𝑡𝑖 ∉ 𝑐𝑗,

1, if 𝑡𝑖 ∈ 𝑐𝑗.
 (6.1) 

It is necessary to form a classifier 𝑓 ′(𝑡𝑖, 𝑐𝑗) that is as close as possible to 𝑓(𝑡𝑖, 𝑐𝑗). With such 

statement of search queries classification task, there is no known additional information 

about the classes and the search queries text other than those that can be derived from the 

search query itself. The classification will be accurate when the resulting search query 

classifiers transform the image 

𝑓 ′: 𝑇 × 𝐶 → {0; 1}.  

The search query class will be the limit if such degree of similarity will yield 

𝑓 ′: 𝑇 → [0; 1].  

Described statement of the problem refers to the tasks of machine learning by precedents 

or training with a teacher [1]. In the general case, the training sample N is formed that is 

a set of search queries related by the previously unknown regularity. This sample is 

necessary for the classifier training and determining the values of its parameters, with 

which the classifier produces a better result. Next, in the system, the decisive rules will be 

determined, by which the search queries set division for given classes occur. 

In the set task, each search request must respond only to one class 𝑐 ∈ 𝐶, and then there 

will be unambiguous classification. 

Thus, it is necessary to solve several tasks for the search queries classification: 

• search query text pre-processing, 

• search queries attributes identification, 

• search queries attributes dimensionality decreases, 

• classifier development and training by the machine learning methods, 

• classification quality assessment, 

• obtaining a classifier model, 

• classifier testing for new data. 
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For the classification algorithm, choosing the particular qualities of each algorithm 

should be taken into account and as a result, it is necessary to conduct research. It is also 

necessary to resolve the issues of determining the attribute set, their number and the 

methods of calculating weight numbers, and also of the need to select some algorithms 

parameters during the training step. 

In the deep learning algorithms, the classification accuracy depends on the availability 

of a training sample of the appropriate size, and the preparation of such sample is a very 

laborious process. 

6.2.  NORMALIZATION OF SEARCH QUERY DATA 

Each search query text T consists of 

𝑇 = 𝑆 ∪𝑊, (6.2) 

where 𝑆 is the word’s array of the search query text 𝑆 = [𝑤𝑜𝑟𝑑1. . . 𝑤𝑜𝑟𝑑𝑛], n is the word’s 

number, and 𝑊 is the set of words that do not carry semantic meaning (unions, pronouns, 

articles, numbers, signs, etc.). 

To simplify the work with the search query texts, suppose that 𝑊 can also be defined 

as a set 𝑆, that is 

𝑇 = [𝑤𝑜𝑟𝑑1. . . 𝑤𝑜𝑟𝑑𝑛] (6.3) 

Pre-processing of the search query text is necessary before its conversion into numerical 

values and further work on it. First of all, the noise component must be removed from text, 

particularly, removal of words that do not carry a semantic meaning. As noted above, such 

words are unions, pronouns, articles, numbers, signs, and so on. 

6.2.1.  TOKENIZATION 

To do this, we first need to split up the search query for words or phrases tokens 

(tokenization), taking into account the specifics of the search query text, i. e. technological 

process should be perceived as one or two tokens. To implement tokenization, use N-gram 

[2-3]. N-grams are of several types. The most common search queries when using 

tokenization are unigrams and bigrams. Also, there are the symbolic N-grams in which the 

text is not fragmented into separate words, but on the characters segments of a certain 

length [2-5]. A comparative analysis was conducted, the results of which are given in Table 

6.1. Several variants of search query tokenization in the form of the unigrams, the bigrams 

and the 3-character N-grams were analyzed for the example of 3 requests: workpiece 

location 8, technological operation 3 and sensors status 26 in production line 2. 

As Table 6.1 shows, the best variant would be to use either unigrams or bigrams, 

because the character N-gram divides the search query text into unrelated letters that is 

difficult for further processing. 

https://www.multitran.ru/c/m.exe?t=1667194_1_2&s1=%E2%E5%F1%EE%E2%EE%E9%20%EA%EE%FD%F4%F4%E8%F6%E8%E5%ED%F2
https://www.multitran.ru/c/m.exe?t=2872185_1_2&s1=%EC%ED%EE%E6%E5%F1%F2%E2%EE
https://www.multitran.ru/c/m.exe?t=90982_1_2&s1=%E2%20%F7%E0%F1%F2%ED%EE%F1%F2%E8
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Table 6.1. Results of search queries tokenization by N-grams 

Search queries Unigrams Bigrams 3-character N-grams 

Technological 

operation 3 
[technological, 
operation, 3] 

[technological  

operation, 3] 
[tec, hno, log, ica,  

lo, per, ati, on,  3] 

workpiece  

location 8 

[workpiece,  

location, 8]  

[workpiece  

location, 8]  

[wor, kpi, ece,  

lo, cat, ion,  8]  

sensors status 26  

in production line 2 

[sensors, status,  

26, in, production,  

line, 2] 

[sensors status,  

26 in,  

production line, 2] 

[sen, sor, s s, tat, us,  

26 in, np, rod,  

uct, ion, li, ne , 2] 

 

For unigram, the search query text will be written as 

𝑇 = [𝑤𝑜𝑟𝑑1, 𝑤𝑜𝑟𝑑2, … , 𝑤𝑜𝑟𝑑𝑛]. (6.4) 

6.2.2.  CALCULATE QUALITY PARAMETERS  

OF THE SEARCH QUERY TEXT DEFINITION 

After the search query splitting (tokenization) into words, it is necessary to perform its 

syntactic and spelling check, as well as to determine its unmeaning and informativeness 

[6]. As a generalized estimate of the search query text, the next expression can be used 

𝜆 =
𝜔1 ⋅ 𝐸 + 𝜔2 ⋅ 𝑂 + 𝜔3 ⋅ 𝑉 + 𝜔4 ⋅ 𝑃

∑ 𝜔𝑗
4
𝑗=1

, (6.5) 

where 𝐸 is the calculated value of the search query text syntactic correctness; 𝑂 is the 

estimated value of the search query text spelling correctness; 𝑉 is the estimated value of 

the search query text unmeaning; 𝑃 is the estimated value of the search query text 

informativeness; 𝜔𝑖 is weight coefficients that represent the significance of one or another 

parameter in the overall assessment. It should be noted that 

∑𝜔𝑗

4

𝑗=1

= 1,  

then (6.5) simplifies to 

𝜆 = 𝜔1 ⋅ 𝐸 + 𝜔2 ⋅ 𝑂 + 𝜔3 ⋅ 𝑉 + 𝜔4 ⋅ 𝑃. (6.6) 

It is necessary to determine the weight coefficients for each of the parameters. This can 

be performed using the methods of ranking and assigning points [6]. Expertise is conducted 

by the experts group of 20 people who are experts in the field of automation and computer-

integrated technologies and have different age categories (Table 6.2).  

Weighting coefficients that represent the significance of one or another parameter in the 

overall assessment 

https://www.multitran.ru/c/m.exe?t=1506875_1_2&s1=%E8%ED%F4%EE%F0%EC%E0%F2%E8%E2%ED%EE%F1%F2%FC
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𝜔1 =
64

200
= 0.305,    𝜔2 =

36

200
= 0.18, 

𝜔3 =
61

200
= 0.305,    𝜔4 =

42

200
= 0.21. 

(6.7) 

The obtained values of weight coefficients can be substituted to (6.6) [7] 

𝜆 = 0.305 ⋅ 𝐸 + 0.18 ⋅ 𝑂 + 0.305 ⋅ 𝑉 + 0.21 ⋅ 𝑃. (6.8) 

Next, we consider how it is possible to calculate quality parameters of the search query 

text definition. 
 

Table 6.2. Expert polls results 

Expert 

Parameters important  

for evaluating  

search query text (rank) Expert 

Parameters important  

for evaluating  

search query text (rank) 

V E P O V E P O 

1 4 3 2 1 11 3 2 1 4 

2 3 2 4 1 12 3 1 4 2 

3 3 2 4 1 13 3 1 4 2 

4 3 1 4 2 14 3 1 4 2 

5 2 1 4 3 15 2 1 4 3 

6 2 4 1 3 16 4 2 3 1 

7 4 2 3 1 17 3 2 4 1 

8 4 1 2 3 18 2 1 4 3 

9 4 1 2 3 19 2 4 1 3 

10 4 3 2 1 20 3 1 4 2 

Sum 33 20 28 19 Sum 28 16 33 23 

 

The syntax check of a search query text involves checking of the search query text 

syntactic correctness that can be calculated as follows 

𝐸 = 1 − {
2 ⋅
𝑠

𝑛
,  if 

𝑠

𝑛
< 0.5,

1,  if 
𝑠

𝑛
≥ 0.5,

 (6.9) 

where 𝑠 is the syntax errors number, 𝑛 is the total words number in the search query. 

It must be taken into account that the syntactic correctness of the search query text 

𝐸 must take on values from 0 to 1, the value 0 means that all words in the search query text 

are syntactically correct and 1 means that all words in the search query text are syntactically 

incorrect. 

So if the number of syntax errors is greater than half of the total words number in the 

search query text, the text should be evaluated as syntactically incorrect. And if errors 

number is less than the threshold value, the estimated value will be equal to the doubled 

ratio of the syntax errors number to the total words number.  

https://www.multitran.ru/c/m.exe?t=2195552_1_2&s1=%EE%F6%E5%ED%EA%E0
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The search query text spell checking involves the follows spelling correctness 

calculation 

𝑂 = 1 − {
2 ⋅
𝑜

𝑛
,  if 

𝑜

𝑛
< 0.5,

1,  if 
𝑜

𝑛
≥ 0.5,

 (6.10) 

where 𝑜 is number of spelling mistakes. 

It should be noted that the search query text spelling correctness 𝑂 must also take on 

values from 0 to 1. The value 0 means that all words in the search query text are spelled 

correctly, and 1 means that all words in the search query text are spelling mistaken. For the 

analysis of the search queries texts quality, it is necessary that, with the spelling mistakes 

number greater than half the total of words number in the search query text, the text will 

be evaluated as illiterate. And in case when the errors number is less than the threshold 

value, the assessment value will be equal to doubled ratio of spelling errors number to total 

words number. 

Checking the search query text unmeaning involves checking for presence of 

meaningful expressions, phrases, words that do not carry semantic meaning in the search 

query text. It can be calculated as follows 

𝑉 = 1 − {
2 ⋅
𝑣

𝑛
,  if 

𝑣

𝑛
< 0.5,

1,  if 
𝑣

𝑛
≥ 0.5,

 (6.11) 

where 𝑣 is the number of spelling mistakes. 

The unmeaning of search query text 𝑉 should fall in the range from 0 to 1. The value of 

0 means that in the search query text completely absent of words without semantic 

meaning. And value of 1 means that the search query text is entirely composed of words 

without semantic meaning (but in practice, as a rule, such search queries texts have 

a random character of appearance). Thus, when the number of words that does not carry 

a semantic meaning in the search query text is more than half of the total words number, 

the text must be evaluated as the text with the maximum amount of unmeaning. When the 

number of words without semantic meaning in the search query text is less than the 

threshold value, the assessment value will be equal to the doubled ratio of the number of 

words without semantic meaning in the search query text to the total words number in the 

search query. 

Checking of the search query text for informativity allows determining the search query 

text quality, taking into account the possible repetition of expressions, phrases, words. 

And in such a way, semantic meaning of the search query text can be displayed. 

Informative content of the search query text can be calculated as follows 
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𝑃 =

{
 
 

 
 
𝑝

𝑛
,  if 0.3 <

𝑝

𝑛
< 0.8,

1,  if 
𝑣

𝑛
≥ 0.8,

0,  if 
𝑣

𝑛
≤ 0.3, 

 (6.12) 

where 𝑝 is the number of different search query words. 

It should be taking into account that the information content of the search query text of 

the 𝑃 must also take on values from 0 to 1. The value 0 corresponds to the search query 

text, which contain repetitive word, and 1 means that all words in the search query text 

differ. Having in consideration the statistics that threshold value, which corresponds to 0 in 

the search queries text, is rarely encountered, then (6.14) is converted as follows. 

For values less than or equal to 0.3, the informative content of the search query text is 

equal to 0, with values greater than 0.8 informative content is 1, and for range from 0.3 to 

0.8 value is unchanged. 

6.2.3.  STEMMING 

Thus, after search query text tokenization and its syntactic and spelling checking, as 

well as unmeaning and informative determining, it is necessary to perform stemming. 

That means cutting off the words flexions and suffixes, so that the rest of the part remains 

the same for all grammatical word forms. The results of stemming are similar to the word 

root definition. But stemming algorithms are based on other principles and the results after 

its use often differ from the morphological word root. There are several variants of the 

stemming algorithms that differ in accuracy and productivity. They are: search by table, 

clipping of flexions and suffixes, lemmatization, stochastic algorithms, hybrid approach, 

prefixes clipping, matching search [4]–[7]. 

A comparative analysis of the features, advantages and disadvantages of known 

stemming algorithms was carried out. In this analysis, the search query text specifics of the 

stemming algorithm base was researched. As an example, the term technological 

operation, which is tokenized as: [technological, operation], was analyzed [8]. 

Based on the analysis, it can be concluded that in the future research, the algorithm of 

flexions and suffixes clipping will be used. It is compact and productive and will allow the 

words stemming in the search queries text to be realized. After search query converting 

into the words sequence, converting them into the attributes vector can be started. 

6.3.  TRAINING AND TESTING A SEARCH QUERY CLASSIFIER 

USING MACHINE LEARNING 

Next, we set out the search query text as the list of pre-processed words 𝑇∗. Each word 

of the search query 𝑤𝑜𝑟𝑑𝑛 ∈ 𝑇
∗, 𝑛 = 1, 𝑛′ has its own quality rating 𝜆 and weighing 
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coefficient 𝑊 relative to the search query text 𝑡𝑗 ∈ 𝑇. Thus, each search query text can be 

represented as a vector of the weighing coefficient of its words 

𝑡𝑗 = ⟨𝑊1𝑗, … ,𝑊𝑖𝑗⟩.  

The weighing coefficient of search queries is standardized by taking into account 

equations (6.7), (6.9), (6.11), (6.13), and (6.15) 

0 < 𝑊𝑖𝑗 < 1, ∀𝑖, 𝑗: 0 ≤ 𝑖 ≤ |𝑇∗|,   0 ≤ 𝑗 ≤ |𝑇|.  

Thus, a dictionary of 121 words for the search query classification can be presented in 

the matrix form of 121 × 1119 elements, where each line corresponds to the weighing 

coefficients of the meaningful search query words.  

The development of a classifier for the search query classification is carried out using 

a neural network. One of the types of neural networks is learned networks [9]. This network 

type is used to formalize tasks that include the recognition of search query texts. In the 

process of learning the network automatically changes its parameters, such as the weighing 

coefficient of the layers and, if necessary, the number of hidden layers. In general, the 

neural network must have an input layer, hidden layers, and an output layer. 

The main points of the search query classification using the neural network are as 

follows: 

• the matrix is forming in which the values of the input layer X and the output layer 

Y are present; the X value is equal to the value of the processed dictionary and the 

value of Y corresponds to the specified value of the search query characteristics, 

• selecting the required number of neural network layers, 

• selecting the required number of neural network hidden layers, 

• generating random values of the weighing coefficients for all neurons in the network, 

• adjustment of the weighing coefficients of all neurons in the network to achieve the 

minimum error value, 

• obtaining a trained neural network, 

• evaluation of the received classifier. 
 

The neuron input layer is the search query text converted in the dictionary form, which 

is considered in section 2, that is, the size of the input layer is equal to the size of the 

processed dictionary of 121 elements, and each neuron of the input layer is fed as 

a normalized number (from 0 to 1).  

The output layer size for the search query classification task equals to the number of 

possible target values. The search query characteristics should have the following values 

in accordance with the appeal: system error; state of the production line; state of the 

technological equipment; sensors and system parameters. Then the neurons number in the 

output layer will be equal to 5. When training the network for each characteristic value, 

it is necessary to determine in advance the reference unique set of numbers that we expect 

to get at the output layer. 
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Fig. 6.1. Neural network architecture 

 

The number of neurons in each layer needs to be determined in advance. After learning 

the network, each output neuron must also have a value from 0 to 1. 

For training neural network, the toolNeuralFitting is used, in which there is a need to set 

the value of the inputs and targets sequence [9]. The data matrix for network learning is 

a pre-processed dictionary that is stored as a matrix of 121 × 1119 elements. And the vector 

of the output layer is Targets, that is, pre-processed categories (matrix values with the size 

of 5 × 1119 elements). 

After putting in the values of the input and output layers, process of the neural network 

learning, which is an iterative process, begins. In the network learning process, the number 

and dimension of hidden layers were changed.  
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Experimentally determined that the best result is given by a neuron network consisting 

of two layers (Fig. 6.1). The hidden layer has a dimension of 30 neurons (that is 

approximately 1/4 of the dictionary size). And the second layer has a dimension of 

5 neurons (that is 1/6 of the first layer size).  

To check the network productivity, the regression can be evaluated (Fig. 6.2). The graph 

shows the relationship between the Dataset and Outputs (targets) for Training, Validation, 

and Testing data. For perfect fit, the data should get along the 45-degree line, where the 

network outputs are equal to the targets. 

As can be seen from Fig. 6.2, the adjustment is good enough for all datasets, and the 

values of 𝑅 in each case is 0.73 or higher. If more precise results are needed, it is possible 

to retrain the network with changed start weighing coefficients, that may lead to improved 

network after retraining, or vice versa. 

 

 
Fig. 6.2. Model productivity evaluation 

 

We further evaluate the network productivity using the error histogram (Fig. 6.3). 

In Fig. 6.3, the blue columns indicate the learning data (Training), the green columns show 

check data (Validation), and red columns show the test data (Testing). 

The histogram shows overshoot that are data points, where fitting is much worse than 

for most data. Fig. 6.3 shows that although most errors fall within the range between 0.8927 

and 0.8548, there is a training point with error of 17 and verification checkpoints with errors 

of 12 and 13. These overshoots are also seen in the regression graph (Fig. 6.2). The first 

point corresponds to a point with the target of 0.5979 and is displayed at 0.3066. 

The overshoots checking using the error histogram allows to determine the data quality 

and determine the data points that differ from the rest of the data set. 

The mean-square error can also be evaluated on the validation data for successive 

training periods (epoch) and it is possible to see the changes dynamics in the learning status. 

To classify the search queries in the information retrieval systems, preparation of the 

training sample was formed. In order to process the search queries texts, a tokenization of 

a search query for words or phrases was made initially. It was determined that the best fit 

for this task is using the unigram. 
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After tokenization, the syntax and spelling checking were performed, and the search 

query text unmeaning and informativeness were determined. To reduce the dictionary size, 

the stemming algorithm was used. Thus, the set of 1000 queries was first converted into 

a dictionary of 3200 elements, and as a result, the dictionary was obtained in the matrix 

form of 121×1119 elements. 

 

 
Fig. 6.3. Histogram of errors 

 

The classifier was trained using a neural network. The classifier productivity evaluation 

was performed according to the error value, the noise component, the system training status 

and the training speed. 

6.4.  CONCLUSIONS 

Based on the research and evaluation of the obtained learning results of the neural 

network, we can conclude that it is necessary to conduct further research in the direction of 

improving the learning outcomes of the network. To do this, it is necessary to conduct 

a more in-depth study aimed at improving the quality of the classifier and determining 

a more universal approach to solving the task of search query classification for information 

retrieval systems in intelligent manufacturing. 

Further, the introduction of such neural network will increase the speed of information 

retrieval systems work by classifying search queries for 5 specified categories. 
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Wiktor JAKOWLUK1 

7. FRACTIONAL-ORDER LTI  

SYSTEM IDENTIFICATION USING  

INTEGER-ORDER STATE-SPACE MODEL 

The optimal input signal design is a technique of generating an informative excitation 

signal to estimate the model parameters with maximum accuracy. In the paper, a novel 

optimal input formulation and a numerical scheme for fractional-order LTI system 

identification are presented. The Oustaloup recursive approximation (ORA) method is used 

to determine the fractional-order differentiation in an integer-order state-space form. 

Then, the proposed method is used to obtain an optimal input signal for fractional-order 

system parameter estimation from the interval 0.5 ≤ 𝛼 ≤ 2.0. The methodology presented 

in this paper has been verified using numerical examples, and the experiment results have 

been discussed. 

7.1.  INTRODUCTION 

Fractional-order calculus has received a lot of attention in different scientific fields, 

including precise system modeling and automatic control problems [1, 2]. It has been 

shown that fractional-order models guarantee a more exact system dynamics depiction 

because real-life processes appear to be of non-integer order [3, 4]. The fractional-order 

calculus is the generalization of integration and differentiation where the power is of 

fractional-order [5]. Many reports have been devoted to study the accuracy of the non-

integer calculus in application to different domains, e.g.: bioengineering [6], physics [7, 8], 

chaos theory [9], control systems [10, 11] and fractional signal processing [12, 13]. 

It is clear that the rise of interest in the fractional-order calculus domain has 

a relationship with the increasing availability of high-performance computational 

packages. Adaptation of the methods of the fractional-order estimation to real-life 

industrial problems should bring about quality improvement and cost minimization. 

Moreover, fractional-order approximation methods used for automatic control purposes 
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results in the improvement of control loops. Fractional-order calculus is often applied to 

robotics and automation for the system identification and automatic control purposes [2]. 

The control performance evaluation has a great impact on the economic condition of the 

real-life processes. In contrast to the fractional-order controllers, a conventional PID 

controller has been shown to be unsatisfactory for industrial applications due to its limited 

tuning flexibility [14]. 

The optimal excitation signal design task concerns the optimal control methods for 

linear and nonlinear integer-order systems. The main goal of this paper is to introduce 

a novel optimal input design formulation and the numerical scheme for fractional-order 

system identification. The methodology is presented using the LTI inertial model. 

The Oustaloup recursive approximation (ORA) method has been used to exact 

approximation of the non-integer order operator, which is then transformed into a zero-pole 

transfer function [15]. The estimation results are then used for a transfer function 

conversion into an integer-order state-space form. The problem appears for fractional-

orders (𝛼 > 1) during the transfer function conversion into the state-space form, when the 

order of the numerator is equal to the order of the denominator. This issue has been solved 

by augmenting a fractional-order system dynamics with one extra state. An optimal input 

design task for non-integer order linear time-invariant system identification has been 

verified by numerical examples in an order range from the interval (0.5, 2.0). The problems 

of the optimal input design, in the context of the integer-order system identification, are 

considered in earlier works of the author [16, 17, 18]. 

7.2.  FRACTIONAL-ORDER CONTROL PROBLEM 

The problem of the fractional-order calculus is a generalization of integral and 

differential operators to a non-integer operator 𝐷𝑎 𝑡
𝛼. The continuous operator of the 

fractional-order 𝛼 is given by 

𝐷𝑎 𝑡
𝛼 =

{
 
 

 
 

𝑑𝛼

𝑑𝑡𝛼
ℜ(𝛼) > 0,

1 ℜ(𝛼) = 0,

∫(𝑑𝜏)−𝛼
𝑡

𝑎

ℜ(𝛼) < 0,

 (7.1) 

where: 𝑎, 𝑡 - denote the limits of the process and 𝛼 is the set for all complex numbers. 

The fractional-order calculus is the special case of a classical integer-order differential 

equations task. Linear fractional-order continuous-time SISO dynamic system is 

comensature-order if all powers of a derivative are integer multiples of the order 𝑞 in such 

a way that 𝛼𝑘, 𝛽𝑘 =  𝑘𝑞, 𝑞  𝑅+, and is given by the following equation [1, 2] 

∑𝑎𝑘𝐷𝑡
𝛼𝑖𝑦(𝑡)

𝑛

𝑘=0

=∑𝑏𝑘𝐷𝑡
𝛽𝑖𝑢(𝑡)

𝑚

𝑘=0

, (7.2) 
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where: 𝑎𝑘, 𝑏𝑘 are model constant coefficients. The discrete-time formulation for different 

orders can be discovered from [19]. The LTI model is of rational-order if 𝑞 = 𝑟−1, and 

𝑞𝑅+. Using the Laplace transformation to equation (2), and applying zero initial 

conditions to the input-output specification of the fractional-order model, the transfer 

function formulation can be written as 

𝐺(𝑠) =
𝑌(𝑠)

𝑈(𝑠)
=
𝑏𝑚𝑠

𝛽𝑚 + 𝑏𝑚−1𝑠
𝛽𝑚−1 +⋯+ 𝑏0𝑠

𝛽0

𝑎𝑛𝑠
𝛼𝑛 + 𝑎𝑛−1𝑠

𝛼𝑛−1 +⋯+ 𝑎0𝑠
𝛼0
. (7.3) 

The continuous-time system of commensurate-order 𝑞 can be modified to obtain the 

pseudo-rational transfer function formula 𝐻(𝜆) in the form 

𝐻(𝜆) =
∑ 𝑏𝑘𝜆

𝑘𝑚
𝑘=0

∑ 𝑎𝑘𝜆
𝑘𝑛

𝑘=0

, (7.4) 

where 𝜆 = 𝑠𝑞. On the basis of this conception, pseudo-rational description of the fractional-

order linear time-invariant model can be formulated by a state-space equation given by 

𝐷0 𝑡
𝛼𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡). 

(7.5) 

For the model parameters estimation purposes, the difference equation representing 

input-output dynamics of the system is more useful than the state-space formulation. 

However, the state-space model description provides multiple input and multiple output 

(MIMO) fractional-order systems representation. 

7.3.  FRACTIONAL-ORDER OPERATOR APPROXYMATION 

The problem of approximating the fractional-order system by an integer-order one has 

been presented in [1]. The Oustaloup recursive approximation (ORA) method, which has 

a very good fitting to the fractional-order transfer functions is widely used in practice. 

We focus our attention on the Oustaloup recursive approximation algorithm during the 

experiments. Choosing the appropriate frequency fitting range, the problem of a fractional 

differentiator or a fractional integrator estimation can be solved using following formulas 

𝑠𝛼 ≈ 𝐾∏
𝑠 +𝜔𝑘

′

𝑠 + 𝜔𝑘
,

𝑁

𝑘=1

 (7.6) 

where poles, zeros and a gain of the filter can be obtained from 

𝜔𝑘
′ = 𝜔𝑏 ⋅ 𝜔𝑢

(2𝑘−1−𝛼) 𝑁⁄ , (7.7) 
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𝜔𝑘 = 𝜔𝑏 ⋅ 𝜔𝑢
(2𝑘−1+𝛼) 𝑁⁄

, (7.8) 

𝐾 = 𝜔ℎ
𝛼 , (7.9) 

𝜔𝑢 = √
𝜔ℎ
𝜔𝑏
. (7.10) 

Where 𝑁 is the order of the approximation, and 𝜔𝑏, 𝜔ℎ are the selected frequency fitting 

range. The order of the approximation is 2𝑁 + 1, and considering higher orders of 𝑁 the 

approximation results should be more accurate.  

The Oustaloup filter provides an exact fitting to a fractional operator in a chosen 

frequency interval, and a orders range [4]. Thus, for the fractional-order operators, where 

𝛼 ≥ 1 one should separate a fractional order using the following formula 

𝑠𝛼 = 𝑠𝑛𝑠𝛾 , (7.11) 

where 𝑛 = 𝛼–𝛾 is the integer part of 𝛼 and 𝑠𝛾 is solved according to (7.6) using Oustaloup 

recursive approximation. The transfer function obtained from ORA filter has been used to 

transform the external model form into the integer-order internal state-space representation. 

In general, the 𝑛-th order transfer function obtained from the pole-zero formula is as 

follows 

𝐻(𝑠) =
𝑌(𝑠)

𝑈(𝑠)
=
𝑏0𝑠

𝑛 + 𝑏1𝑠
𝑛−1 +⋯+ 𝑏𝑛−1𝑠 + 𝑏𝑛

𝑠𝑛 + 𝑎1𝑠
𝑛−1 +⋯+ 𝑎𝑛−1𝑠 + 𝑎𝑛

, (7.12) 

where 𝑎 and 𝑏 are the factors of the polynomials in descending powers of 𝑠, and 𝑎0 = 1. 

Then, it is possible to determine an optimal input signal for the fractional-order system 

identification using integer state-space equation [15]. 

Since the choice of the state coefficients can differ, the transfer function representation 

can also be different. Referring to publication [20], the fractional order operator 𝐷𝑡0 𝑡
𝛼 has 

the following form 

𝐷𝑡0 𝑡
𝛼𝑥(𝑡) ≈ {

𝑧̇ = 𝐴𝐹𝑧 + 𝐵𝐹𝑢
𝑥 = 𝐶𝐹𝑧 + 𝐷𝐹𝑢

}, (7.13) 

where the corresponding matrices are as follows 

𝐴𝐹 =

[
 
 
 
 
−𝑎𝑛−1 −𝑎𝑛−2 ⋯ −𝑎1 −𝑎0
1 0 ⋯ 0 0
0 1 ⋯ 0 0
⋮ ⋮ ⋯ ⋮ ⋮
0 0 ⋯ 1 0 ]

 
 
 
 

, (7.14) 

𝐵𝐹 = [1 0 0 … 0]𝑇 , (7.15) 



79 

𝐶𝐹 = [
(𝑏𝑛 − 𝑎𝑛𝑏0)(𝑏𝑛−1 − 𝑎𝑛−1𝑏0)⋯

⋯(𝑏2 − 𝑎2𝑏0)(𝑏1 − 𝑎1𝑏0)
], (7.16) 

𝐷𝐹 = 𝑏0 = 𝑑. (7.17) 

To solve the problem of the optimal input design for fractional-order model 

identification, there is a need to approximate the fractional-order operator, and transform 

this problem, to be solved using one of the available software packages for optimal control. 

7.4.  OPTIMAL INPUT GENERATION PROBLEM 

To illustrate the efficacy of this technique to fractional-order system parameter estimation, 

using the ORA filter, we have selected Riots_95 toolbox, which has been developed to 

solve the optimal control problems [21]. The optimal excitation signal design for fractional-

order system identification that minimizes objective function is as follows 

𝐽 = 𝑔 (𝐶𝐹𝑧(𝑡0) + 𝐷𝐹𝑢(𝑡0), 𝐶𝐹𝑧(𝑡𝑓) + 𝐷𝐹𝑢(𝑡𝑓)) 

+ ∫ 𝑙(𝐶𝐹𝑧 + 𝐷𝐹𝑢, 𝑢, 𝑡)𝑑𝑡

𝑡𝑓

𝑡0

, 
(7.18) 

subject to the system dynamics 

𝑧̇(𝑡) = 𝐴𝐹𝑧 + 𝐵𝐹(ℎ(𝐶𝐹𝑧 + 𝐷𝐹𝑢, 𝑢, 𝑡)), (7.19) 

with respect to the initial conditions 

𝑧(𝑡0) =
𝑥𝑡0𝑇

𝐶𝐹𝑇
. (7.20) 

The real state-space variable 𝑥(𝑡) formulation is given by 

𝑥(𝑡) = 𝐶𝐹𝑧(𝑡) + 𝐷𝐹𝑢(𝑡), (7.21) 

where 𝑥 is the state-space vector, 𝑡[𝑡0, 𝑡𝑓] is time duration. The potential set of constraints 

is as follows 

𝑢(𝑡) ∈ ⟨𝑢𝑚𝑖𝑛(𝑡), 𝑢𝑚𝑎𝑥(𝑡)⟩, (7.22) 

(𝐶𝐹𝑧(𝑡0) + 𝐷𝐹𝑢(𝑡0)) ∈ ⟨𝑢𝑚𝑖𝑛(𝑡0), 𝑢𝑚𝑎𝑥(𝑡0)⟩. (7.23) 

The convergence of the optimization is related with the vector 𝑇 selection. Regarding to 

vector 𝐵𝐹, which is described by the matrix (7.15), vector 𝑇 is given by 

𝑇 = [1 0 0 … 0]𝑇 . (7.24) 
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The angular pulsation for the Oustaloup approximation has been selected as [0.01, 100] 

rad/s. The selection of the frequency range depends on the discretization of the control 

duration corresponding to the software algorithm for solving OCP problems, a wide fitting 

range increases the computational effort. The final time has been chosen as 𝑡𝑓 = 1.5 𝑠. 

The selection of the Oustaloup filter order 𝑁 has been based on the below rule 

𝑁 = 𝑙𝑜𝑔(𝜔ℎ) − 𝑙𝑜𝑔(𝜔𝑏). (7.25) 

The frequency range selection for the ORA method is a very important step because 

a narrow bandwidth results in a lack of the fit. 

7.5.  FRACTIONAL ORDER SYSTEM IDENTIFICATION 

The problem of an optimal input design for the fractional-order LTI system 

identification is presented in this chapter. The optimal control method for fractional-order 

model approximation in the state-space form has been presented in [20]. The main purpose 

of this method is to represent the optimal input design problem using the Lagrange form 

with the chosen set of constraints. To verify the suitability of this method to the system 

parameter identification purposes, a fractional inertial model has been selected 

𝐺(𝑠) =
𝑘

𝑠𝛼𝑇 + 1
, 0.5 ≤ 𝛼 ≤ 2.0, (7.26) 

where 𝑘 = 1 is the gain of the model, and 𝑇 = 𝑎1/𝑎0 = 1 is the time constant. 

The fractional -order LTI system should be presented by the state-space equation given by 

𝐷0 𝑡
𝛼𝑥(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 

𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) + 𝑣(𝑡), 
(7.27) 

where 𝑢(𝑡), 𝑦(𝑡) are the input and output vectors, 𝑥(𝑡) is the state vector, 𝐴, 𝐵, 𝐶, 𝐷 are 

the state-space matrices describing the system dynamics, and 𝑣(𝑡) is a stationary random 

Gaussian noise process. The main objective of the system parameter identification is to 

maximize the sensitivity of the state variable to the unknown model parameter [22]. 

The Cramer-Rao definition provides a lower bound for the variance of an unbiased 

parameter to be identified. Applying the above definition to input design purposes, one can 

obtain the parameter estimate which is lowered, for optimal inputs 

𝑐𝑜𝑣(𝐴, 𝐵, 𝐶, 𝐷) ≥ 𝑀−𝟏. (7.28) 

The optimal input signal problem for fractional-order inertial system identification is 

verified in this paper. According to the Cramer-Rao rule, the sensitivity of the state variable 

𝑥(𝑡, 𝑑) to the parameter 𝑑 (i.e. the gain of the open-loop system) has been maximized. 

The objective function formulated based on [22] is as follows 
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𝐽𝛼(𝑢) = ∫ 𝑥𝑑
2(𝑡, 𝑑)

𝑡𝑓

0

𝑑𝑡, (7.29) 

the sensitivity of the state variable is 

𝑥𝑑(𝑡, 𝑑) =
𝜕𝑥(𝑡, 𝑑)

𝜕𝑑
, (7.30) 

subject to input energy 

∫ 𝑢(𝑡)𝑇𝑢(𝑡)

𝑡𝑓

0

𝑑𝑡 ≤ 𝐸. (7.31) 

The presented method is appropriate only for models with the fractional order values  

𝛼 ≤ 1.0. For the fractional order values 𝛼 from the interval (1.0, 2.0), it is necessary to 

extend the state-space equations by one extra state. The problem formulation for solving 

this task would be presented in the further part of the current section. In general case, 

an optimal input signal design to the fractional-order inertial LTI system identification is 

formulated by the state-space model 

𝐷0 𝑡
𝛼𝑥 = 𝐴𝑥 + 𝐵𝑢, 
𝑦 = 𝐶𝑥, 

(7.32) 

where: 𝐴 = −1, 𝐵 = 1, and 𝐶 = 1 are model parameters (according to (7.32)), with the 

initial condition 

𝑥(0) = 5. (7.33) 

The reformulated performance criterion to be maximized has the following form 

𝐽𝛼(𝑢) = ∫(𝐶𝐹𝑥𝑑(𝑡) + 𝑢)
2𝑑𝑡,

𝑡𝑓

0

 (7.34) 

with respect to the constraints 

−1 ≤ 𝑢(𝑡) ≤ 1, 𝑡 ∈ [0, 𝑡𝑓], 

∫(𝑡𝑓 − 𝑡)
2(1−𝛼)

𝑡𝑓

0

𝑢(𝑡)𝑇𝑢(𝑡)𝑑𝑡 ≤ 1, 𝑡 ∈ [0, 𝑡𝑓]. 
(7.35) 

The controllability Gramian [13] of fractional order 𝛼 is used to the energy cost 

minimization purposes. The term (𝑡𝑓– 𝑡)
2(1−𝛼) under the integral (7.35) is designated to 
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neutralize the singularity at 𝑡 = 𝑡𝑓. This component is also used to ensure the convergence 

of the integral. The reformulated system dynamics has the following form 

𝑧̇ = 𝐴𝐹𝑧 + 𝐵𝐹(−(𝐶𝐹𝑧 + 𝐷𝐹𝑢) + 𝑢), (7.36) 

with the initial conditions 

𝑧(0) = [5 0 ⋯ 0]𝑇 . (7.37) 

The equation (7.32) can be reformulated to solve the fractional-order model identification 

for non-integer orders 𝛼 > 1.0. For this purpose, the system dynamics should be extended 

by another state variable. The cost function (7.34) is maximized for order values from the 

interval (1.0 < 𝛼 ≤ 2.0) considering the following dynamics 

𝑥̇1 = 𝐶𝐹𝑥2 +𝐷𝐹𝑢, 

𝐷0 𝑡
𝛽
𝑥2 = 𝐴𝐹𝑥2 + 𝐵𝐹(−(𝐶𝐹𝑥2 + 𝐷𝐹𝑢) + 𝑢), 

(7.38) 

it was assumed that 𝛽 = 𝛼–1, and the initial conditions are: 𝑥1(0) = 5, 𝑥2(0) = 0. 

The previous problem can be presented by the state equation given below 

𝑥̇ = 𝐶𝐹𝑧 + 𝐷𝐹𝑢, 
𝑧̇ = 𝐴𝐹𝑧 + 𝐵𝐹(−(𝐶𝐹𝑧 + 𝐷𝐹𝑢) + 𝑢), 

(7.39) 

subject to the constraints, and the initial conditions described by equations (7.35), and 

(7.37). The fractional-order optimal input design problem is to be solved using the Runge-

Kutta method. 

7.6.  EXPERIMENTAL RESULTS 

The frequencies for the Oustaloup method has been chosen from the interval  

[10−2, 102] rad/s. The order of the ORA filter has been obtained using equation (7.25) with 

𝑁 = 4. The Oustaloup filter frequencies have been chosen to fit in with the discretization 

of the integration method used by Riots_95 [21]. This toolbox should be included in Matlab 

kit as a separate library, and allows to solve optimal control problems containing fixed, and 

the free final time tasks. 

The optimal input design problem for fractional LTI system identification is then 

generated for the arbitrarily selected parameters (7.32) 𝐴 = −1, 𝐵 = 1, 𝐶 = 1, and the 

chosen time period 𝑡 = [0, 1.0] seconds, using the sequential quadratic programming 

(SQP) algorithm. The final extended period of the time 𝑡𝑓 would certainly cause notable 

computational effort. The fractional-order model initial conditions have been selected 

according to (7.37), and the initial condition of the input signal has been fixed on  

𝑢(0) = 1. The optimal input signal trajectory 𝑢(𝑡) has been limited to the range of motion 

[−1,+1] in order to prevent sudden changes of the input signal. The optimal input signals 

were obtained using the 4th order Runge-Kutta method with grid interval of 0.01 sec. 
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The optimal input signals and the state variables to fractional-order inertial LTI system 

generated for different orders of the state-space model (7.32) (i.e. 0.5 ≤ 𝛼 ≤ 1.0) are 

shown in Fig. 7.1. As seen, the input signals are considerably different, while the value of 

the order of 𝛼 decreases. For the state-space model orders of 𝛼 ≤ 1.0, the input signal 

transition reduces its duration, while the control signal obtained for 𝛼 = 0.5 is substantially 

a step input signal (i.e. yellow solid line). 

 

  

Fig. 7.1. The optimal excitation signal 𝑢(𝑡) and the state variable 𝑧(𝑡) to the fractional inertial system  

as function of time 𝑡 for orders from the interval 0.5 ≤ 𝛼 ≤ 1.0 

 

  

  

Fig. 7.2. The optimal input signals 𝑢(𝑡) to the fractional-order inertial system  

as function of time 𝑡 for orders from the interval 1.0 < 𝛼 ≤ 2.0 
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The plot shown on the right side of Fig. 7.1 presents the reformulated state variables 𝑧(𝑡) 

to the fractional-order inertial system as a function of time for various orders of 𝛼 from the 

interval 0.5 ≤ 𝛼 ≤ 1.0. As it has already been indicated, the sensitivity of the state variable 

𝑥(𝑡, 𝑑) to the parameter 𝑑 (i.e. the gain of the open-loop system) has been maximized. 

The parameter 𝑑 is the gain of the non-integer model (7.27) after the Oustaloup 

approximation operation. The imprecise estimation of the gain can lead to instability of the 

open-loop system especially using rapidly changing input signals. The examples of the 

optimal inputs to the fractional-order inertial system identification as a function of time for 

different orders of 𝛼 from the interval 1.5 ≤ 𝛼 ≤ 2.0 are shown in Fig. 7.2. The fractional-

order system identification for α ≥ 1.0 requires the extension of the state-space equation by 

an additional state subject to (7.39). It can be noted that increasing the value of the system 

order, the input signal is characterized by the increased number of the oscillations. 
 

  
Fig. 7.3. The state-space variable 𝑧(𝑡) to the fractional-order inertial system as function of time 𝑡,  

and the step responses comparison for different order values  

 

As it has been shown in Fig. 7.3, since increasing the order of the fractional system from 

the interval of 1.5 ≤ 𝛼 ≤ 2.0, the model's response starts to become oscillatory. The left 

panel of Fig. 7.3 shows the waveforms of the state variable 𝑧(𝑡) of the fractional-order 

inertial system as a function of the time. The comparison of the step responses to the inertial 

system using various values of 𝛼 is shown on the right panel of the Fig. 7.3. It can be 

noticed that the step responses for orders 𝛼 ≤ 1 are aperiodic, however conventional first-

order inertial system step response can be observed for 𝛼 = 1. The step responses have 

oscillatory form for the fractional system orders 𝛼 ≥ 1. Finally, it should be stated that 

presented methodology cannot be used for fractional-order systems, where 𝛼 > 1. 

This inconvenience is related to the fact that the approximated transfer function numerator 

has the higher order than the order of the denominator. Consequently, it is impossible to 

convert a zero-pole transfer function to the state-space form. This problem can be solved 

by augmenting the fractional-order system dynamics with one extra state. 
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7.7.  CONCLUSIONS 

In this paper, we have proposed a novel optimal input design formulation for the 

fractional-order system identification. The methodology for finding an optimal input 

solution is verified using the numerical examples. The model design is based on accurate 

Oustaloup recursive approximation process and has been then used for the fractional-order 

operator estimation in the integer-order transfer function form. If the transfer function 

numerator order is equal to the denominator order, the conversion of a transfer function to 

a state-space form is allowed. The technique presented in this paper enables the solution of 

the optimal input signal for fractional-order system identification. The problem solution is 

based on the state variable sensitivity to the fractional-order system parameter 𝑑 (i.e. the 

gain of the state-space system) minimization, subject to a set of constraints imposed on 

input signal. Increasing the gain of the system makes the system underdamped, and in an 

extreme case, leads to instability of the open-loop system. Consequently, a precise gain 

value approximation is a significant task during the fractional-order system identification. 

It has been noticed that the most significant loss in the objective function value has been 

obtained for 𝛼 value from 0.9 to 1.0. This loss of the performance is the consequence of 

the fractional-order differentiator conversion into the integer-order form. 

The most significant step has been to reformulate our optimal input design problem, 

represented by the Lagrange formulation with the set of constraints, into a twin fractional-

order input design. Then it is possible to solve the optimal input signal problem using one 

of the available toolboxes for solving optimal control problems. The numerical simulations 

confirm that the result obtained for the fractional-order case study (i.e. for 𝛼 = 1) is the 

same as the one received from the integer-order input design problem. The numerical 

examples also confirm that for fractional order values 𝛼 > 1, there is need to augment the 

state-space equations by one extra state. Moreover, the selection of appropriate frequencies 

for the Oustaloup recursive technique is also a very important design step. 

The present study was supported by a grant WZ/WI-IIT/4/2020 from the Bialystok University of Technology 

and funded from the resources for research by the Ministry of Science and Higher Education. 
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Mykhaylo ANDRIYCHUK1, Uliana MARIKUTSA2 

8. MODELING MATERIALS WITH  

DESIRED REFRACTIVE INDEX 

The explicit solution to the diffraction problem on a set of small particles, supplemented 

into homogeneous material, is used for modeling the materials with the desired refractive 

index. The consideration concerns to the case of acoustic scalar scattering and the solution 

to initial scattering problem is built using an asymptotic approach. The closed form solution 

is reduced for the scattering problem. This lets an explicit formula for the refractive index 

of the resulting inhomogeneous material to be obtained. The numerical calculations show 

the possibility of getting the specific values of refractive index including its negative 

values. 

8.1.  INTRODUCTION 

The materials with the specific physical properties, in particular with negative refractive 

index play an important role in the process of improving the radiation performances of the 

different IC and radioelectronic devices. Such materials are used widely for improving the 

radiation performances of microstrip antennas of different types, microwave filters and 

field transformers. There are different approaches to forming specific properties of the 

medium (material) by embedding into it a series of inclusions. This leads to the formation 

of the physical properties of resulting material that are different to those that are inherent 

to the properties of initial material. The theoretical prediction of the existence of such 

materials was made in the pioneer work [1] and thereon, such materials were designed by 

the variety recipes. As early as the eighties of the last century, these materials received the 

name chiral and began to be used in various areas of antenna technology [2], manufacturing 

of electronic devices [3], [4], and telecommunications equipment [5]. The goal of this paper 

is to propose the numerical approach (based on [6] and [7]) for modeling the material with 

the specific refractive index, including its negative values. The approach foresees reducing 
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an explicit solution to the respective acoustic scattering problem, and the explicit formula 

for the resulting refractive index based on the asymptotic solution to acoustic wave 

scattering problem on a set of big number of embedded particles of small size. The chapter 

is organized as follows: Section 8.2 is devoted to statement of diffraction problem and 

outline of application limits of geometrical and physical parameters of the material under 

consideration. The analytical form of solution will be derived in Section 8.3, and the 

numerical aspects of solving the respective system of linear algebraic equations (SLAE) 

will be presented here. The explicit formula for the refractive index of resulting 

inhomogeneous material will be derived in Section 8.4. The numerical results, related to 

exactness of asymptotic solution to the initial diffraction problem and properties of material 

with obtained refractive index will be presented in Section 8.5. A short conclusion finalizes 

the discussed topic under consideration. 

8.2.  STATEMENT OF SCATTERING PROBLEM 

A combination of both the asymptotic method and numerical simulation is used to solve 

the problem of creating a material with specified scattering characteristics, particularly, 

with a given refractive index. The initial diffraction problem is solved by assumption: 

𝑘𝑎 ≪ 1, and 𝑑 ≫ 𝑎, a is the characteristic size of the particle, 𝑑 is the distance between 

adjacent particles, 𝑘 = 2𝜋/𝜆 is the wave number. 

An asymptotic solution to the scattering problem on many particles by assumptions: 

𝑑 = 𝑂(√𝑎
3

), and 𝑀 = 𝑂(𝑎−1) was obtained in [6], 𝑀 is the total number of particles 

contained in a given domain 𝐷 ⊂ 𝑅3. 

The impedance boundary conditions  

𝜁𝑚 = 𝑞(𝑥𝑚)/𝑎𝜅 (8.1) 

are prescribed on the boundary 𝑆𝑚 of 𝑚-th particle, where 𝜁𝑚 is boundary impedance,  

𝑥𝑚 ∈ 𝐷𝑚, 𝑞𝑚 = 𝑞(𝑥𝑚); 𝑞(𝑥) is arbitrary function, continuous in 𝐷; 𝐼𝑚 𝑞 ≤ 0, and  

𝑑 = 𝑂(𝑎(2−𝜅)/3), where 𝑀 = 𝑂(1/𝑎2−𝜅), and 𝜅 ∈ (0,1). 

The incident field satisfies Helmholtz equation in the whole 𝑅3, by this, the scattered 

field satisfies the radiation conditions. We assume that a small particle is a sphere of radius 

𝑎 with center in point xm, 1 ≤ 𝑚 ≤ 𝑀. 

The full field 𝑢𝑀 satisfies equation 

[∇2 + 𝑘2𝑛0
2(𝑥)]𝑢𝑀 = 0 in the domain 𝑅3\ ⋃ 𝐷𝑚

𝑀
𝑚−1 , (8.2) 

and boundary conditions 

𝜕𝑢𝑀/𝜕𝑁 = 𝜁𝑚𝑢𝑀 in 𝑆𝑚, where 1 ≤ 𝑚 ≤ 𝑀, (8.3) 

and 

𝑢𝑀 = 𝑢0 + 𝑣𝑀 , (8.4) 
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𝑢0 is the solution of problem (8.2) – (8.4) at M=0 (namely, when 𝐷 does not contain the 

particles), 𝑢0 = 𝑒𝑖𝑘𝛼⋅𝑥 is the incident field, and field 𝑣𝑀 satisfies the radiation conditions. 

Let 𝑞(𝑥) belong to 𝐶(𝐷), Δ𝑝 ⊂ 𝐷 is arbitrary subdomain of 𝐷, and 𝐾(Δ𝑝) is the total 

number of particles in Δ𝑝 determined by 

𝐾(Δ𝑝) = 1/𝑎2−𝜅 ∫ 𝑁(𝑥)𝑑𝑥 ⋅ [1 + 𝑜(1)]    at   𝑎 → 0
𝛥𝑝

, (8.5) 

where function 𝑁(𝑥) ≥ 0 is given and continuous in domain 𝐷. 

It was substantiated in [6] that there exists some specific field 𝑢𝑒(𝑥) (limiting field), 

which satisfies the next condition 

𝑙𝑖𝑚𝑎→0‖𝑢𝑒(𝑥) − 𝑢(𝑥)‖ = 0, (8.6) 

and solution to the initial diffraction problem (8.2) – (8.4) can be sought from the equation 

𝑢(𝑥) = 𝑢0(𝑥) − 4𝜋 ∫ 𝐺(𝑥, 𝑦)𝑞(𝑦)𝑁(𝑦)𝑢(𝑦)𝑑𝑦
𝐷

, (8.7) 

where 𝐺(𝑥, 𝑦) is the Green function for Helmholtz equation (8.2) for the case of absence 

of the particles. This fact allows us to use the approximate solution 𝑢𝑒(𝑥) instead of exact 

solution 𝑢(𝑥) and to obtain an explicit formula for refractive index of constructed 

inhomogeneous material. 

8.3.  THE SEMIANALYTICAL FORM OF SOLUTION  

TO SCATTERING PROBLEM 

In order to derive the explicit formula for approximate field, we introduce the concept 

of limiting (effective) field 𝑢𝑒(𝑥). In paper [6], it was substantiated that the exact solution 

to problem (8.2) – (8.4) can be presented in the form 

𝑢𝑀(𝑥) = 𝑢0(𝑥) + ∑ ∫ 𝐺(𝑥, 𝑦)
𝑆𝑚

𝑀

𝑚=1

𝜐𝑚(𝑦)𝑑𝑦. (8.8) 

Despite the fact that this last equation contains an unknown function 𝜐𝑚(𝑦) in the 

integrand, in contrast to formula (8.7), where all functions in the integrands are known, it 

is used to obtain an approximate solution to the original diffraction problem. For this goal, 

we define the effective field 𝑢𝑒(𝑥, 𝑎) = 𝑢𝑒
(𝑚)

(𝑥), which acts on the m-th particle as 

𝑢𝑒(𝑥) = 𝑢𝑀(𝑥) − ∫ 𝐺(𝑥, 𝑦)𝜐𝑚(𝑦)𝑑𝑦
𝑆𝑚

,    𝑥 ∈ 𝑅3, (8.9) 

and the next relation for the neighboring points is valid |𝑥 − 𝑥𝑚| ∼ 𝑎. We present the exact 

formula (8) in form 
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𝑢𝑀(𝑥) = 𝑢0(𝑥) + ∑ 𝐺(𝑥, 𝑥𝑚)𝑅𝑚

𝑀

𝑚=1

+ ∑ ∫ [𝐺(𝑥, 𝑦) − 𝐺(𝑥, 𝑥𝑚)]𝜐𝑚(𝑦)𝑑𝑦
𝑆𝑚

,

𝑀

𝑚=1

 

(8.10) 

where the values 𝑅𝑚 are 

𝑅𝑚 = ∫ 𝜐𝑚(𝑦)𝑑𝑦
𝑆𝑚

. (8.11) 

Using the known relation for function 𝐺(𝑥, 𝑦) from [8], and the asymptotic formula for 

values 𝑅𝑚 [6], we obtain the next formula for 𝑢𝑀(𝑥) 

𝑢𝑀(𝑥) = 𝑢0(𝑥) + ∑ 𝐺(𝑥, 𝑥𝑚)𝑅𝑚
𝑀
𝑚=1 + 𝑜(1)  at  𝑎 → 0  for |𝑥 − 𝑥𝑚| ≥ 𝑎. (8.12) 

The values 𝑅𝑚 are defined by the asymptotic formula 

𝑅𝑚 = −4𝜋𝑞(𝑥𝑚)𝑢𝑒(𝑥𝑚)𝑎2−𝜅[1 + 𝑜(1)], if 𝑎 → 0, (8.13) 

and asymptotic formula for function 𝜐𝑚 is 

𝜐𝑚 = −𝑞(𝑥𝑚)𝑢𝑒(𝑥𝑚) ⋅
1

𝑎𝜅
⋅ [1 + 𝑜(1)],  if  𝑎 → 0. (8.14) 

Using last two formulas, we obtain the asymptotic representation of the effective field in 

the vicinity of particles 

𝑢𝑒
(𝑗)

(𝑥) = 𝑢0(𝑥) − 4𝜋 ∑ 𝐺(𝑥, 𝑥𝑚)

𝑀

𝑚=1,𝑚≠𝑗

𝑞(𝑥𝑚)𝑢𝑒(𝑥𝑚)𝑎2−𝜅[1 + 𝑜(1)], (8.15) 

which is valid in the domains |𝑥 − 𝑥𝑗| ≤ 𝑎,   where 1 ≤ 𝑗 ≤ 𝑀. 

In order to calculate the values of the effective field everywhere using formula (8.15), 

we should know the values 𝑢𝑒(𝑥𝑚). They can be easily obtained as solutions to the 

following SLAE 

𝑢𝑗 = 𝑢0𝑗 − 4𝜋 ∑ 𝐺(𝑥𝑗, 𝑥𝑚)

𝑀

𝑚=1,𝑚≠𝑗

𝑞(𝑥𝑚)𝑢𝑚𝑎2−𝜅   for   𝑗 = 1, . . . , 𝑀, (8.16) 

where 𝑢𝑗 = 𝑢(𝑥𝑗) and 𝑗 = 1,2, … , 𝑀. The matrix of SLAE (8.16) is diagonally dominant, 

therefore it is convenient for solving numerically. It was proven in [9] that this SLAE has 

a unique solution for sufficiently small 𝑎. 

In order to justify the exactness of solution to SLAE (8.16), which is used for 

determination of the effective field, we derive different SLAE, corresponding to the 
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limiting equation (8.7). Let us divide the domain 𝐷, where the small particles are located, 

into an union of the small non-intersecting cubes Δ𝑝 with centers at points 𝑦𝑝, the side of 

such cubes can be chosen as 𝑂(𝑑1/2). Because the limited quantity of cubes cannot give 

whole 𝐷, we consider their smallest partition that contains 𝐷, and define values 𝑛0
2 = 1 in 

the cubes, which do not belong to domain 𝐷.  

In order to find the solution to equation (8.7), we apply the collocation method proposed 

in [9]. In accordance with this method, we obtain such SLAE 

𝑢𝑗 = 𝑢0𝑗 − 4𝜋 ∑ 𝐺(𝑥𝑗 , 𝑥𝑝)

𝑃

𝑝=1,𝑝≠𝑗

𝑞(𝑦𝑝)𝑁(𝑦𝑝)𝑢𝑝|𝛥𝑝|, 𝑗 = 1, . . . , 𝑃 (8.17) 

where 𝑃 is the number of cubes that form a partition of 𝐷, 𝑦𝑝 is a center of 𝑝-th cube, |Δ𝑝| 

is its volume. Since the value of 𝑑 is small, diameter Δ𝑝 can be of an order larger than 

distance 𝑑 between particles. Since 𝑃 ≪ 𝑀, then solving SLAE (8.17) is much easier that 

solving SLAE (8.16) in terms of the number of calculations. 

As a result, we have two different SLAE (8.16) and (8.17). Solving both the SLAE, we 

can compare their solutions and evaluate the area of accuracy of asymptotic solution (8.15). 

This evaluation has also a practical importance as allows the determination of the optimal 

parameters of the domain 𝐷, which provide the possibility to create the refractive index 

that is the closest to the desired one. 

8.4.  REFRACTIVE INDEX OF THE OBTAINED MATERIAL 

The explicit formula (8.7) for the effective field opens the way to determining the 

refractive index of the obtained material. It is important from the practical point of view, 

how the calculated refractive index 𝑛𝑀
2 (𝑥) differs from those obtained from the theoretical 

assumptions. We confine here by the real refractive index and formulate the constructive 

algorithm to obtain the desired one. It consists of three steps. 

• Step 1: using known 𝑛0
2(𝑥) and unknown 𝑛2(𝑥), we calculate function 

𝑝(𝑥) = 𝑘2[𝑛0
2(𝑥) − 𝑛2(𝑥)] = 𝑝1(𝑥). 

• Step 2: using the relation 𝑝(𝑥) = 4𝜋𝑞(𝑥)𝑁(𝑥) we determine 

𝑁(𝑥)𝑞(𝑥) =
𝑝1(𝑥)

4𝜋
. (8.18) 

Equation (8.18) for two unknown functions 𝑞(𝑥) and 𝑁(𝑥) has infinite number of 

solutions {𝑞(𝑥), 𝑁(𝑥)}, for which the conditions 𝑁(𝑥) ≥ 0 are fulfilled. In this 

connection, the solution to (8.18) we determine as 

𝑞(𝑥) =
𝑝1(𝑥)

4𝜋𝑁
. (8.19) 

Calculation of 𝑁(𝑥) and 𝑞(𝑥) by (8.19) finalized Step 2 of our procedure. 

• Step 3: is completely constructive and its goals are the following:  

- to create on the small particle of radius 𝑎 the necessary impedance 𝑞(𝑥𝑚)/𝑎𝜅; 
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- to embed the particles that satisfies the properties (8.19) into domain with the initial 

properties. 

 

The application of the above algorithm was considered in [10] for the case of complex 

function 𝑞(𝑥), the above algorithm can be applied if material is lossless. 

8.5.  NUMERICAL MODELING 

8.5.1.  Checking the applicability of asymptotic solution 

Exactness of solution of the limiting equation (8.7) 

The computational check for the determination of the exactness of solution to (8.7) 

foresees carrying out the calculations with a set of different problem’s parameters. 

We calculate the absolute and relative errors in the process of growth of the number of 

collocation points. The dependence of error of the parameter 𝑝 = √𝑃
3

, where 𝑃 is the total 

number of the small domains (cubes) in 𝐷 for 𝑘 = 1.0, 𝑙𝐷 = 0.5, and 𝑎 = 0.01 for the 

different values of function 𝑞(𝑥) are shown in Fig. 8.1 and Fig. 8.2 (dimension of 𝑘 is  

cm-1, and linear sizes of 𝐷 are prescribed in cm) respectively. The solution, which 

corresponds to 𝑝 = 20 (𝑃 = 203), is considered as a benchmark.  

 

  
Fig. 8.1. The relative error versus parameter 𝑝, 

𝑞(𝑥) = 𝑘2(0.008 − 0.0011𝑖)  

Fig. 8.2. The relative error versus parameter 𝑝, 

𝑞(𝑥) = 𝑘2(0.008 − 0.0027𝑖)  

 

The relative error of solution to (8.7) is equal to 1.05% and 0.023% for the real and 

imaginary parts if 𝑝 = 5 (53 collocation points), it diminishes to 0.72% and 0.053% 

respectively at 𝑝 = 6 (63 collocation points), and to values 0.287% and 0.018% at 𝑝 = 8 

(83 collocation points), (see Fig. 8.1). This error is less than 0.009% for the real part of 

solution if 𝑝 = 12, it tends to zero if value 𝑝 grows. The error depends of the values of 

function 𝑞(𝑥) too, it diminishes if the imaginary part of 𝑞(𝑥) decreases (see Fig. 8.2). 

The error of real part of solution if 𝑝 = 19 is equal to 0.009%, and error of imaginary part 

is thousandths of a percent. The obtained results confirm that calculation of the values of 
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approximate field can be carried out with the high enough accuracy, and this accuracy is 

attained in a wide range of the geometrical and physical parameters of the material under 

investigation. 

The results of computations show that the relative error depends of the parameter 𝑘 to 

a large extent. In Fig. 8.3 and Fig. 8.4, the error is shown at 𝑘 = 2.5 and 𝑘 = 0.75 

respectively, 𝑞(𝑥) = 𝑘2(0.008 − 0.0011𝑖). One can see that the error is of one order larger 

at 𝑘 = 2.5. The maximal error (if 𝑝 = 5) at 𝑘 = 0.75 is less on 27% than those for  

𝑘 = 1.0. 
 

  
Fig. 8.3. The relative error versus parameter 𝑝,  

𝑘 = 2.5 

Fig.8.4. The relative error versus parameter 𝑝, 

𝑘 = 0.75 
 

Comparison of solutions to limiting equation (8.7) and asymptotic SLAE (8.16) 

In the previous subsection, we consider the solution to SLAE (8.17) with 𝑝 = 20 as 

benchmark solution to equation (8.7). The maximal value of relative error for this 𝑝 does 

not exceed 0.009% for wide range of the problem’s parameters. The numerical calculations 

are presented for the different sizes of 𝐷 and different functions 𝑁(𝑥). The obtained results 

for small values 𝑚 are shown in Table 8.1 for 𝑙𝐷 = 1.0, 𝑘 = 1.0, and 𝑁(𝑥) = 40. 

The values of 𝑎𝑒𝑠𝑡, which are received by formula (8.20), when the expected number 

𝐾(Δ𝑝) of particles is changed by 𝑀. For this case, the radius of particle is determined as 

𝑎𝑒𝑠𝑡 = (𝑀/ ∫ 𝑁(𝑥)𝑑𝑥
𝛥𝑝

)

1/(2−𝜅)

. (8.20) 

 

Table 8.1. The optimal parameters of domain 𝐷 at small 𝑚, 𝑁(𝑥) = 40 

𝑚 8 10 12 14 16 

𝑎𝑒𝑠𝑡 0.1397 0.0682 0.0378 0.0247 0.0152 

𝑎𝑜𝑝𝑡 0.1054 0.0603 0.0369 0.0252 0.0169 

𝑑 0.1329 0.1099 0.0917 0.0787 0.0679 

Relative error 2.47% 0.42% 0.41% 1.09% 0.77% 

 

The values of 𝑎𝑜𝑝𝑡 in the third row correspond to the optimal values of radius 𝑎, which 

guarantees the minimal error for module of solution to equation (8.7) and system (8.16). 
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In the fourth row, the values of distance 𝑑 between particles are shown. The maximal value 

of error is attained at 𝑚 = 8, the error diminishes if 𝑚 grows. The numerical results for 

large 𝑚 with the same initial data are shown in Table 8.2. The minimal error of solution is 

attained at 𝑚 = 65 (total number of particles 𝑀=27.46·104), and it is equal to 0.20%. 

 

Table 8.2. The optimal parameters of domain 𝐷 at large 𝑚, 𝑁(𝑥) = 40 

𝑚 25 35 45 55 65 

𝑎𝑒𝑠𝑡 0.0079 0.0024 0.00121 6.45·10-4 3.96·10-4 

𝑎𝑜𝑝𝑡 0.0076 0.0022 0.0010 6.31·10-4 3.89·10-4 

𝑑 0.0514 0.0329 0.0241 0.0198 0.0171 

Relative error 0.53% 0.31% 0.34% 0.23% 0.20% 

 

Table 8.3 contains the comparable results for 𝑁(𝑥) = 4 with the same set of initial data. 

One can see that the relative error diminishes if the number 𝑀 of particles increases (one 

should note that the relative error depends on parameters 𝑎 and 𝑙𝐷 too). This error tends to 

relative error of solution to equation (8.7) if the value of m becomes larger than 80  

(𝑀 = 5.12 · 105). 

 

Table 8.3. The optimal parameters of domain 𝐷 at large 𝑚, 𝑁(𝑥) = 4 

𝑚 25 35 45 55 65 

𝑎𝑒𝑠𝑡 9.98·10-4 3.30·10-4 1.51·10-4 8.19·10-5 4.99·10-5 

𝑎𝑜𝑝𝑡 1.02·10-3 3.32·10-4 1.51·10-4 8.20·10-5 4.99·10-5 

𝑑 0.0526 0.0345 0.0256 0.0204 0.0169 

Relative error 0.19% 0.09% 0.1108% 0.06% 0.02% 

 

Investigation of difference between solutions to SLAE (8.16) and (8.17) 

The comparison of solutions to SLAE (8.16) and (8.17) was carried out for the different 

values of 𝑎 at different 𝑝 and 𝑚. The relative error of SLAE (8.16) diminishes if 𝑝 increases 

while 𝑚 remains constant. As an example, if p increases to 50%, then the relative error 

diminishes to 11.7% (if 𝑝 = 8 and 𝑝 = 12, 𝑚 = 15).  
 

  

Fig. 8.5. Dependence of deviation  

of the solution’s components  

of distance 𝑑 between particles, 𝑁(𝑥) = 10 

Fig 8.6. Dependence of deviation  

of the solution’s components  

of distance 𝑑 between particles, 𝑁(𝑥) = 30 
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The differences in solutions to SLAE (8.16) and (8.17) in the real part, imaginary part, 

and module are shown in Figs. 8.5 and 8.6 if 𝑝 = 7 and 𝑚 = 15. By this, the difference of 

real parts do not exceed 3.9% at 𝑎 = 0.01, it is less than 3.3% at 𝑎 = 0.007, and it is less 

than 1.85% if 𝑎 = 0.004, 𝑑 = 9𝑎, and 𝑁(𝑥) = 20. Respectively, this difference is less 

than 0.075% if 𝑝 = 11, 𝑎 = 0.001, and 𝑁(𝑥) = 30, 𝑑 = 15𝑎 (𝑚 is the same). 

The numerical results, obtained for a wide range of 𝑑, show that its optimal value exists, 

and starting from this value, the deviations of solutions begin to increase again. 

Such optimal values of 𝑑 are presented in Table 8.4 for the different constant 𝑁(𝑥). 

The results obtained testify that the optimal distance between particles increases if the 

number of particles grow. For the small number of particles, the optimal distance is of the 

same order that 𝑎, for the set number of particles (𝑀 = 153, namely 𝑚 = 15). This distance 

is of an order larger. The values of the minimal and maximal errors, which are attained for 

the optimal 𝑑, are shown in Table 8.5. 

 
Table 8.4. Optimal values of 𝑑 for the different constant 𝑁(𝑥) 

 
Value of 𝑁(𝑥) 

10 20 30 40 50 

𝑎 = 0.004 0.0711 0.0468 0.0468 0.0469 0.0381 

𝑎 = 0.01 0.0864 0.0559 0.0595 0.0594 0.0496 

 

Table 8.5. The relative error of solution to SLAE (8.16) in % (min/max) for the optimal 𝑑 

 
Value of 𝑁(𝑥) 

10 20 30 40 50 

𝑎 = 0.004 0.69/0.09 5.17/0.48 0.48/0.109 0.95/0.121 0.28/0.06 

𝑎 = 0.01 2.39/0.19 1.67/0.29 0.51/0.09 2.4/0.41 1.47/0.17 

 

The obtained results allow us to conclude that the optimal value of 𝑑 diminishes slower, 

when function 𝑁(𝑥) grows, additionally this trend is more significant for the smaller 𝑎. 

5.2. Modeling the material with the desired refractive index 

Numerical calculations are carried out for the case 𝑁(𝑥) = 𝑐𝑜𝑛𝑠𝑡. For simplicity, we 

consider the case when a given domain 𝐷 consists of the same subdomains Δ𝑝. This limit 

is not essential for the numerical modeling. 

Numerical calculations were performed for the case when 𝐷 = ⋃ Δ𝑝
𝑃
𝑝=1 , and 𝑃 = 203, 

𝐷 is some cube with side 𝑙𝐷 = 0.5 and particles are placed uniformly in domain 𝐷 (the 

relative error of the solution to system (8.16) does not exceed 0.01% for this 𝑃). Let the 

initial domain 𝐷 be the material with the initial refractive index 𝑛0
2(𝑥) = 1. Then the values 

𝛮(Δ𝑝) can be calculated using the formula (8.5). On the other hand, we can choose the 

number 𝑚 such that 𝑀 = 𝑚3 is closest to number 𝛮(Δ𝑝). It is easy to see that the 

corresponding 𝑛2(𝑥) for such 𝑀 is calculated by such formula 
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𝑛̃2(𝑥) = −
4𝜋𝑀𝑞(𝑥)

𝑘2
+ 𝑛0

2 (8.21) 

that is, the obtained value of the refractive index differs on 𝑛2(𝑥). To obtain the minimum 

difference, we choose numbers 𝑚1 and 𝑚2 that satisfy the inequality 𝑀1 < 𝛮(Δ𝑝) < 𝑀2 

where 𝑀1 = 𝑚1
3 and 𝑀2 = 𝑚2

3. Therefore, if we have the value 𝛮(Δ𝑝) for the fixed 𝑎, we 

can obtain the numbers 𝑀1 and 𝑀2, and to calculate also the nearest to the 𝑛2(𝑥) values by 

the formula (8.21). 

The dependence of the maximal relative error for the calculated values of 𝑛̃2(𝑥) on 

radius 𝑎 of a particle is shown in Fig. 8.7 for N(x)=50 for complex function 𝑞(𝑥) (in Figs. 

8.7 – 8.9, the solid and dashed lines correspond to the real part and imaginary part). 

The obtained results testify that the relative error considerably depends on the 

parameters 𝑀1, 𝑀2, and 𝐾(Δ𝑝). This error is smallest if the value of numbers 𝑀1 or 𝑀2 are 

much closer to value ( )pK  . The error has periodic character that is defined by the 

properties of functions 𝐾(Δ𝑝) and by the values of parameters 𝑀1 and 𝑀2. The mean of 

error in the period grows if 𝑎 increases. The comparable results are shown in Fig. 8.8 and 

Fig. 8.9 at 𝑁 = 20 and 𝑁 = 50 respectively. 

The minimal value of error 0.49% is attained for 𝑎 = 0.015 and it is equal to 0.51% 

if 𝑎 = 0.008, and 0.26% if 𝑎 = 0.006 for 𝑁(𝑥) = 5, 20, 50 respectively. 

The uniform placement of particles in domain 𝐷 is the simplest from the practical 

point of view. Using the data, given in Figs. 8.7 – 8.9, we can evaluate the number 𝑀 of 

particles, which is necessary to obtain the refractive index more closer to the desired one 

(at given parameter 𝑙𝐷 of domain 𝐷). The respective results are shown for 𝑙𝐷 = 0.5 in 

Fig. 8.10. The values 𝑚 = √𝑀
3

 are shown on the y axis. The solid, dashed and dot-dashed 

lines correspond to values 𝑁(𝑥) = 5, 20, 50 respectively. The knowledge about the optimal 

number of particles in the domain 𝐷 is the subsequent step to creating a material with the 

given refractive index. 
 

  

Fig. 8.7. The maximal relative error of the modeled 

refractive index 𝑛̃2(𝑥), 𝑁 = 5 

Fig. 8.8. The maximal relative error of the modeled 

refractive index 𝑛̃2(𝑥), 𝑁 = 20 
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The data shown in Fig. 8.10 testify that the optimal number of particles diminishes if 

their radius 𝑎 grows. The estimation √𝑎(2−𝜅)3
 determines the distance 𝑑 between particles. 

This distance differs from that is determined by uniform placement of particles in 𝐷. As an 

example, for 𝑁 = 5, 𝑎 = 0.0107 it is equal to 0.1361, and the calculated 𝑑 is equal to 0.119 

and 0.159 for 𝑚 = 5 and 𝑚 = 4 respectively. The computations show that the relative 

difference between these two values of 𝑑 is quite proportional to the relative error of the 

refractive index. 

Since this value 𝑑 does not depend on the diameter of 𝐷 in accordance to estimation 

𝑑 = √𝑎(2−𝜅)3
, it can be applied as an additional parameter for optimization while choosing 

the alternative values of 𝑚. On the other hand, we can evaluate the number of particles in 

𝐷 by the known formula [10]. With 𝐾(Δ𝑝), we can calculate the quantity 𝑀 of particles if 

they are distributed uniformly in 𝐷. The distance between particles is calculated easy too 

if 𝑙𝐷 is prescribed.  
 

  

Fig. 8.9. The maximal relative error of the 

calculated refractive index 𝑛̃2(𝑥), 𝑁 = 50 

Fig. 8.10. The optimal value of 𝑚 versus  

radius 𝑎 of particles for different 𝑁(𝑥) 

8.6.  CONCLUSIONS 

The asymptotic approach has been developed to solve the problem of acoustic scattering 

on a set of small size particles (bodies) placed in a homogeneous material. The scattering 

problem is reduced to solving a corresponding SLAE whose dimension is equal to the 

number of particles. The solutions of this system are used in the formula of explicit 

representation of the components of the scattered field. Numerical calculations are 

performed that determine the accuracy of the obtained solution depending on the physical 

parameters of the problem. 

The obtained numerical results demonstrate the possibility of applying the proposed 

technique to create materials with specified acoustic properties, in particular the refractive 

index. A constructive algorithm for modeling the material with the desired refractive index 

is proposed. 

The results of numerical modeling open up the possibility of engineering solutions for 

practical applications. As an example, uniform placement of particles is the easiest way to 
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engineering design, and the answer to how many particles should be placed in a given 

domain is given by the numerical simulation results. 

The engineering problems regarding the placement of a large number of small particles 

in a given domain 𝐷 and creating on their surface the necessary impedance 𝜁 = 𝑞(𝑥)/𝑎𝜅 

require the separate technological solutions. 

REFERENCES 

[1] VESELAGO V. G., The electrodynamics of substances with simultaneously negative values of ε and μ, 

Soviet Physics Uspekhi, vol. 10, no 4, p. 509–514. doi:10.1070/PU1968v010n04ABEH003699, 1967. 

[2] OGIER R., FANG Y. M., SVEDENDAHL M., Near-complete photon spins electivity in a metasurface 

of anisotropic plasmonic antennas, Physics Reviev X, vol. 5, p. 041019, 2015. 

[3] PENDRY J. B., SCHURIG D., SMITH D. R., Controlling electromagnetic fields, Science, vol. 312, 

p. 1780–1782, 2006. 

[4] YANG Y. et al, Circularly polarized light detection by a chiral organic semiconductor transistor, Nature 

Photonics, vol. 7, p. 634–638, 2013. 

[5] CHALABI H., SCHOEN D, BRONGERSMA M. L., Hot-electron photodetection with a plasmonic 

nanostripe antenna, Nanotechnology Letters, vol. 14, p. 1374–1380, 2014. 

[6] RAMM G., Wave scattering by many small particles embedded in a medium, Physics Letters A, vol. 372, 

p. 3064-3070, 2008. 

[7] RAMM A. G., Electromagnetic wave scattering by small impedance particles of an arbitrary shape, 

Journal of Applied Mathematics and Computing (JAMC), vol. 43, no 1, p. 427–444, 2013. 

[8] RAMM A. G., Many body wave scattering by small bodies and applications, Journal of Mathematical 

Physics, vol. 48, no 10, p. 1035-1–1035-6, 2007. 

[9] RAMM A. G., A Collocation method for solving integral equations, International Journal of Computing 

Science and Mathematics, vol. 3, no 2, p. 122–128, 2009. 

[10] ANDRIYCHUK M. I., RAMM A. G., Scattering by many small particles and creating materials with 

a desired refraction coefficient, International Journal of Computing Science and Mathematics, vol. 3, 

no 1/2, p. 102–121, 2010. 

 



DOI: 10.24427/978-83-66391-87-1_09 

99 

Artur PRUSINOWSKI1, Roman KACZYŃSKI1 

9.  METHODS OF EFFECTIVELY FORMING  

FIBER COMPOSITES  

IN FUSED DEPOSITION MODELING 

The chapter presents methods of forming fiber composites in the extrusion head used in 

the Fused Deposition Modeling printing technique. Designs of two printhead layout 

solutions were presented. In both cases, the numerical simulations showed the correctness 

of the construction and compliance with the assumptions. A method for estimating the 

effective content of reinforcements in composites obtained by these methods was 

presented. The influence of process variables on the geometrical properties of composites 

has been demonstrated. Materials reinforced with carbon fibers - regardless of their 

percentage content - showed elastic nature in a static tensile test. The tensile strength of 

the tested composites increases in direct proportion to the percentage of fiber content in the 

composite. 

9.1.  INTRODUCTION 

Along with the growing interest in rapid prototyping with the help of the technique of 

Fused Deposition Modeling - FDM, the demand for specialized composite materials has 

also increased. Natural steps were attempts to transfer methods for the preparation of 

composite materials for 3D printing techniques. The methods of obtaining this type of 

composites can be divided into three groups:  

• adding reinforcements at the stage of filament forming in a screw extruder [1],  

• using prefabricated mass-produced composite [2],  

• feeding continuous reinforcement directly to the head of a production machine 

working in the FDM technique [3,4].  

 

The work focuses on the third method that allows strict controlling of the amount of 

composite produced and simple changing of matrix material depending on the application. 

 
1  Bialystok University of Technology, Poland 
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The numerical simulations of heat transport of the first version of the head with 

symmetrical feeding of matrix material allowed the identification of particularly vulnerable 

parts of the system [5]. Analysis of PLA polymer extrusion with variable amounts of 

material fed to the head made it possible to determine the optimal work program for 

filament feeders. Comparative research on the results of numerical simulation of the flow 

with experimental research was carried out [6]. 

Existing methods for determining the percentage of composite components used in 

conventional manufacturing methods may not be sufficiently accurate for Additive 

Manufacturing methods due to the properties of laying materials and process variables not 

found in other methods. 

9.2.  METHODS OF FORMING FIBROUS COMPOSITES 

9.2.1.  EXTRUSION HEADS DESIGNS 

Each of the methods for forming polymer composites reinforced with appropriately 

directed carbon fibers must meet a number of criteria relating to the technology itself, the 

materials used and the structure. It was assumed that the reinforcing fibers could be oriented 

in relation to the surrounding matrix material and the surface of the element, the possibility 

of applying the method to 3D FDM printing technology, ensuring the possibility of 

interference in the technological parameters of the process, that allowed obtaining the 

desired physical properties of materials and obtaining even distribution of the reinforcing 

material, no excessive fiber concentration in the composite. 

After analyzing the assumptions regarding the technology for forming fiber composite, 

mixing of components in a specially constructed extrusion head adapted to a 3D printing 

machine using FDM technology was adopted as the appropriate method of obtaining the 

composite material.  
 

 

Fig. 9.1. Head with symmetrical feeding of matrix material 
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Two designs of extrusion heads have been developed that allowed the formation of fiber 

composites at the stage of fabrication of the detail in the FDM technique. In the first system 

(Fig. 9.1) matrix material is fed symmetrically to the extrusion axis through two transport 

channels, while the continuous fiber is transported through the center of the system. 

The central position is occupied by the base detail, which is the frame of the entire structure 

and is responsible for the transport of heat generated by a heating resistor located on the 

rear wall of the detail. The thermistor is responsible for the continuous reading of the 

operating temperature and is coupled to the heating element via the machine control 

software. The extrusion nozzle is a replaceable part of the head and can be adjusted to 

obtain the correct diameter of the extruded composite. In the upper part of the system, there 

are two filament feeders, which were designed as roller systems. Two plastic transport 

channels - 3 - simultaneously act as system heat sinks with mounted fans on each of them. 

It counteracts plasticizing the material too far from the outlet opening and reduces the 

possibility of stepper motors heating up. 

 

 

Fig. 9.2. Head with asymmetrical feeding of matrix material 

 

The second head, shown in Fig. 9.2, is based on feeding matrix material from one side 

only. This allows you to simplify the entire system and its control. Each of the presented 

methods allow us to obtain the proper orientation of the reinforcing fibers in relation to the 

surrounding matrix material and ensures a simple change of the components of the 

composite depending on current research and manufacturing needs. 

9.2.2.  NUMERICAL SIMULATION OF MATERIAL FLOW IN THE HEAD 

The next stage of the work was to perform numerical simulations of the flow of matrix 

material and short carbon fibers through the designed extrusion nozzle. A two-phase 

material flow was assumed, in which the polymer was presented as the liquid phase and 

the carbon fiber as the solid phase. ANSYS software with the FLUENT module was used 

for calculations. Carbon fibers have been modeled as a discrete phase of the DPM model 

and simplified to spheres of the same volume and density as a fiber with a length of 1 mm 
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and diameter 7µm. The deformation and rotation of the solid phase were taken into account 

that allowed us to obtain close to real flows. All these treatments allowed us to obtain a two-

phase material flow through the system.  

The flow of matrix material through the system was adopted as the liquid phase of the 

simulation. The simulated polymer was ABS, which is a frequently used material in this 

type of heads. The adopted model of a non-Newtonian fluid being an approximation of the 

polymer flow taking into account its viscosity was chosen the Bird - Carreau model [7] 

𝜂 = 𝜂∞ + (𝜂0 − 𝜂∞)(1 + 𝜆2𝛾̇2)
𝑛−1

2 , (9.1) 

where 𝜂∞- coefficient of maximum shear viscosity [Pa·s]; 𝜂0- zero shear viscosity 

coefficient [Pa·s]; 𝜆 - times [s]; 𝑛 - power law index; 𝛾̇ - shear rate [𝑠−1]. 

The material data for the simulation were determined on the basis of tests carried out 

while extruding ABS through a technologically convergent head used for a given work [8]. 

Table 9.1 shows the data included in the simulation. 

 
Table 9.1. ABS material data adopted for simulation [8] 

Parameter Value 

density 944 

zero shear viscosity coefficient [Pa·s] 2404 

coefficient of maximum shear viscosity[Pa·s] 0 

time [s] 0.07 

Power law index 0.037 

 

One of the stages of the research was to conduct a quantitative analysis of thermoplastic 

and carbon fiber flows at various volumetric and mass material expenditure. Quantitative 

distribution tests of the extruded composite from the nozzle were carried out with a constant 

volume flow of matrix material and variable flow of reinforcing fiber. Table 9.2 shows the 

input data adopted for the simulation. 

 
Table 9.2. Data for simulation 

Parameter 
Flow value 

80% 90% 100% 110% 120% 

Plastic volumetric capacity [m3/s] 4.811·10-9 

Mass flow rate of carbon fiber [kg/s] 6.414·10-6 7.216·10-6 8.018·10-6 8.82·10-6 9.622·10-6 

 

An analysis of the calculated standard deviations of the obtained courses of the 

distribution of reinforcing fibers in the extruded material depending on the mass 

expenditure of carbon fiber fed to the system was performed. Fig. 9.3 shows the standard 

deviation of the amount of fiber at the exit of the nozzle at different amounts of fiber being 

fed. 

The graph shows small deviations in the significant range of the extrusion head output 

hole - the same amount of fiber is given in the range. An increase in the value of the 

standard deviation at the walls can be observed, which may be due to certain errors in the 

numerical analysis and the distribution of the finite element mesh. All deviation values 
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differ by a maximum of 0.03%. The fiber distribution does not change significantly 

depending on the mass expenditure of the reinforcing material at a constant value of the 

volumetric expenditure of the matrix material. 

 

 
Fig. 9.3. Graph of the standard deviation of the amount of carbon fibers  

at the exit of the nozzle with different amounts of fiber fed 
 

Numerical simulations carried out as part of research on the flow of material in the 

system showed mixing of matrix and reinforcing material streams as they passed through 

the extrusion nozzle and the concentration of fibers in the center of the hole at the exit of 

the system. Changes in the value of the mass expenditure of the reinforcing material and 

the volume expenditure of the material in the examined range do not significantly affect 

the operation of the system, the obtained flows and the distribution of composite 

components at the outlet of the system. 

9.3.  METHOD OF ESTIMATING THE EFFECTIVE CONTENT OF 

FIBERS IN DETAILS  

Elements formed from fibrous composites using the FDM technique can significantly 

differ in terms of macroscopic internal structure from similar geometrical elements made 

using classical techniques of forming composite details. Additive manufacturing 

techniques enable precise control of arrangement of a single material path and place it as 

intended. 

To the proposed method for estimating the effective content of reinforcements, the 

following initial assumptions were adopted: 

• the detail is made using the FDM technique, 

• the composite consists of one type of matrix material and one type of reinforcing 

material, 

• composite material paths are applied in layers, i.e. on a two-dimensional plane, 

• the height of the applied material layer and the width of a single track is constant. 
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The coefficient of the effective content of fibers in the details of fiber composites made 

using the FDM technique was determined by the following 

𝑊𝐹 =
∑ 𝐿𝐹𝑖 ∙ 𝑑2 ∙ 𝜋 ∙ 𝑓 ∙ 𝑠𝑖𝑛 (𝛼)𝑁

𝑖=1

∑ 𝐿𝐶𝑖 ∙ 4 ∙ ℎ ∙ 𝑠𝑁
𝑖=1

, (9.2) 

where: ℎ - height of a single layer, 𝑠 - path width, 𝐿𝐹𝑖 - number of reinforced paths in the 

layer, 𝐿𝐶𝑖 - total number of paths in the layer, 𝑁 – number of model layers, 𝑑 – diameter of 

the reinforcing fiber, 𝑓 – number of fibers in a single path, 𝑠𝑖𝑛(𝛼) – deviation of the fiber 

axis from the reference plane. 

Using the presented method, it is possible to determine the effect of track height and 

width on the gain content factor. Fig. 9.4 shows a graph made on the basis of calculations 

in which a fixed number of layers and paths in the model, a constant angle of deviation of 

the composite paths as well as an equal amount of reinforcing material were adopted. 

 

 
 Fig. 9.4. The effect of track height and width on the gain content factor 

 

The graph shows that as the height of the material layer and the width of a single track 

decreases, the ratio of effective reinforcement content increases. It is possible to control the 

amount of gain obtained composite materials without changing the amount of reinforcing 

fiber fed - it is only necessary to correct the process variables at the level of control 

software. 

The presented formula allows taking into account the different number of reinforced 

paths in individual layers and the deviation of the cross-section of the path from the adopted 

reference plane. Anisotropic properties of the obtained composites were taken into account. 

The calculated effective fiber reinforcement value is potentially more accurate method 

in comparison to a method based on the matrix / reinforcement volume ratio without 

specifying the orientation. The formula can be easily implemented in some CAD software. 
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9.4. MECHANICAL PROPERTIES OF FORMED FIBER 

COMPOSITES 

The industrial application of fibrous polymer composites that can be used in 3D printing 

requires testing of their strength properties. Tensile strength tests of obtained materials 

were carried out. This is one of the most common methods of assessing the properties 

of materials, mainly because of its simplicity and the speed of obtaining results. The object 

of the study were polymer composites of the ABS matrix and reinforcement in the form of 

continuous carbon fibers of varying the percentage of the resulting material. The matrix 

was an acrylonitrile-butadiene-styrene polymer - ABS, while the reinforcement was 

a continuous carbon fiber Torayca® T300-1000 66 TEX. The tests were performed on the 

MTS 858 Mini Bionix testing machine. The influence of the number of reinforcing fillers 

in the volume of the test sample on the tensile strength of the material was examined. 

Fig. 9.5 presents a comparative graph of static tensile tests of materials with an ABS 

matrix and various fiber content as well as material without additional reinforcing elements. 

A test sample made only of polymer showed elastic - plastic character during stretching, 

obtaining over 5% elongation at break - not shown in the graph. 

 

 
 Fig. 9.5. Tensile strength of ABS / CF composites  

with reinforcement content {0%; 6,6%; 7,33%; 8,25%; 9,43%; 11%}  

 

The maximum stress in the ABS sample was 23.88 MPa with a relative strain of 1.40%. 

Materials reinforced with carbon fibers showed elastic nature of stretching. The sample 

with 8.25% carbon fibers achieved a breaking stress of 210.15 MPa. The tensile strength 

of the tested composites increases in direct proportion to the percentage of fiber content in 

the composite. 
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9.5.  CONCLUSIONS 

The paper presents the method for estimating the effective content of reinforcements 

and forming fiber composites using the FDM technique. It has been demonstrated that it is 

possible to control the amount of reinforcing material in such a composite only by 

interfering with the height and width of the applied material path, with a constant amount 

of reinforcing fiber applied. Anisotropicity of obtained composites was taken into account. 

The calculated effective fiber reinforcement value is potentially a more accurate method 

compared to that based on the matrix / reinforcement volume ratio throughout the 

composite without specifying the orientation.  

Materials reinforced with carbon fibers - regardless of their percentage content, showed 

elasticity in a static tensile test. The tensile strength of the tested composites increase in 

direct proportion to the percentage of fiber content in the composite. 
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10. PARAMETRIC IDENTIFICATION AND 

MODELING OF RHEOLOGICAL BEHAVIOR  

OF MATERIALS WITH FRACTAL STRUCTURE 

DURING HEAT TREATMENT 

The technological process of thermal treatment of capillary-porous materials, 

characterized by the influence of several factors on the material as load, humidity and 

temperature was considered. Mathematical models of non-isothermal moisture transfer 

and viscoelastic deformation, taking into account the fractal structure of the environment 

were constructed. One-dimensional mathematical models of deformation-relaxation 

processes in environments with fractal structure characterized by the effects of memory, 

spatial nonlocality and self-organization were considered. Taking into account that the 

fractional parameters of fractal models allow us to describe the deformation-relaxation 

processes in comparison with traditional methods more fully, the optimal approximation 

method, the Proni’s method was proposed. This method allows us to reduce the problem 

of identification of the fractional parameters which are part of the creep and relaxation 

kernels structure, to finding the solutions of systems of linear equations. Software to 

implement the obtained models was developed. 

10.1.  INTRODUCTION 

Investigation of deformation-relaxation processes have shown that using fractional 

integrate-differential apparatus for modeling those processes allows the implementation 

of experimental data to identify model parameters [3, 5, 7] more appropriately on the 

basis of physical considerations. Particularly important are the works devoted to research 

of regular and irregular modes of the process of heat treatment of capillary-porous 

materials. Using this scheme makes it possible to take into account the effects of memory 
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and self-organization of material. Initially, studies have been carried out to find an 

effective method for identifying fractal parameters of models [1, 7]. 

Replacing real environment properties with their idealized models is based on the fact 

that some of the properties appear most clearly. Then, by removing some irrelevant 

factors, the ideal model can be constructed. It can be characterized by these dominant 

characteristics of real environment. In particular, considering only the properties of 

elasticity and viscosity, it is possible to construct the simpler rheological models that are 

used in viscosity theory studies. They can be formed by series or parallel connection of 

the elastic element, behavior of which obeys the Hooke's law, and the viscous one, obeys 

the Newton's law of viscosity [12, 16]. 

The simpler models which are constructed by that way will not take into account 

material properties such as memory, the complex nature of spatial correlations, and the 

self-organizing effects typical for a wood [8]. Therefore, it is suggested to use the 

fractional-order integro-differentiation mathematical apparatus to record the Newton's 

law of viscosity. It allows us to take into account the above mentioned properties of 

material. 

This work is devoted to solving the actual scientific task of increasing the efficiency of 

mathematical modeling of heat and mass transfer processes and visco-elastic deformation 

of capillary-porous materials taking into account the effect of memory and self-

organization in the heat treatment process to provide appropriate quality of the material. 

The algorithm for the identification of fractal parameters of models was developed, 

which is based on the use of the iterative method and co-ordinate descent. 

The experimental data of wood creep was approximated using fractional exponential 

operators also identified relationship between the fractional component and materials 

species, temperature and humidity fields. 

The characteristics of heat and moisture transfer processes and stress-strain state 

during heat treatment process taking into account the fractal structure of material with 

different thermo-mechanical material parameters drying modes were analyzed. 

10.2.  DEFINITION OF THE PROBLEM 

10.2.1.  THE VISCOELASTIC DEFORMATION PROBLEM 

The mathematical model of the rheological behavior of anisotropic capillary-porous 

materials in the heat treatment process taking into account the fractal structure of the 

environment can be described by equations of equilibrium with fractional order 𝛾  

(0 < 𝛾 ≤ 1) in spatial coordinates 𝑥1 and 𝑥2 for the sample with such spatial dimensions 

𝛺 = {𝑥1; 𝑥2} = {[0; 𝑙1] × [0; 𝑙2]} [11-15] 
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𝐶11 (
𝜕𝛾𝜀11

𝜕𝑥1
𝛾 (1 − 𝑅̄11) −

𝜕𝛾𝜀𝑇1

𝜕𝑥1
𝛾 + 𝑅̃11) + 𝐶12 (

𝜕𝛾𝜀22

𝜕𝑥1
𝛾 (1 − 𝑅̄12) −

𝜕𝛾𝜀𝑇2

𝜕𝑥1
𝛾 + 𝑅̃12)

+ 2𝐶33 (
𝜕𝛾𝜀12

𝜕𝑥2
𝛾 (1 − 𝑅̄33

2 ) −
𝜕𝛾𝜀𝑇3

𝜕𝑥2
𝛾 + 𝑅̃33

2 ) = 0, 
(10.1) 

𝐶21 (
𝜕𝛾𝜀11

𝜕𝑥2
𝛾 (1 − 𝑅̄21) −

𝜕𝛾𝜀𝑇1

𝜕𝑥2
𝛾 + 𝑅̃21) + 𝐶22 (

𝜕𝛾𝜀22

𝜕𝑥2
𝛾 (1 − 𝑅̄22) −

𝜕𝛾𝜀𝑇2

𝜕𝑥2
𝛾 + 𝑅̃22)

+ 2𝐶33 (
𝜕𝛾𝜀12

𝜕𝑥1
𝛾 (1 − 𝑅̄33

1 ) −
𝜕𝛾𝜀𝑇3

𝜕𝑥1
𝛾 + 𝑅̃33

1 ) = 0. 
(10.2) 

The coefficients are defined as deformation vectors 𝜀𝑇 = (𝜀11, 𝜀22, 𝜀12), 

𝜀𝑇 = (𝜀𝑇1, 𝜀𝑇2, 𝜀𝑇3)
𝑇, vector components 𝜀𝑇 caused by changes in temperature Δ𝑇 and 

moisture content Δ𝑈, assuming 

𝜀𝑇1 = 𝛼11Δ𝑇 + 𝛽11Δ𝑈, 
𝜀𝑇2 = 𝛼22Δ𝑇 + 𝛽22Δ𝑈, 

𝜀𝑇3 = 0, 
(10.3) 

where 𝛼11, 𝛼22, 𝛽11, 𝛽22 - coefficients of temperature expansion and humidity drying, 

𝐶𝑖𝑗 - components of the elasticity tensor of the orthotropic body, 𝑅̄𝑖𝑗, 𝑅̃𝑖𝑗 - value of 

integrals of relaxation kernels of fractional-differential models 

∫ 𝑅𝑖𝑗(𝜏 − 𝑧, 𝑇, 𝑈)𝑑𝑧 =
𝜏

0

𝑅̄𝑖𝑗 , 

∫ 𝑅𝑖𝑗(𝜏 − 𝑧, 𝑇, 𝑈)
𝜕𝛾𝜀𝑇1,𝑇2

𝜕𝑥𝑘
𝛾 𝑑𝑧 =

𝜏

0

𝑅̃𝑖𝑗 , 

∫ 𝑅𝑖𝑗(𝜏 − 𝑧, 𝑇, 𝑈)
𝜕𝛾𝜀𝑇3

𝜕𝑥2
𝛾 𝑑𝑧 =

𝜏

0

𝑅̃33
2 . 

(10.4) 

We set the following boundary and initial conditions 

𝜀𝑖𝑗|𝑥𝑗=0
= 0, 

𝜀𝑖𝑗|𝑥𝑗=𝑙𝑗
= 0, 

𝜀𝑖𝑗|𝑡=0 = 0,
(𝑗 = 1, 2). 

(10.5) 

Also the stress-deformable state of wood components should satisfy the equation of 

equilibrium. 

10.2.2. THE HEAT-MASS TRANSFER PROBLEM 

The mathematical model of the distribution of temperature-humidity fields in 

capillary-porous materials with a fractal structure, the stress-strain state of which is 
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discussed in the paragraph 10.2.1, is described by a system of differential equations in 

partial derivatives of fractional order by time 𝜏 and spatial coordinates 𝑥1 and 𝑥2 [13, 14] 

𝑐𝜌
𝜕𝛼𝑇

𝜕𝜏𝛼
= 𝜆1

𝜕2𝑇

𝜕𝑥1
2 + 𝜆2

𝜕2𝑇

𝜕𝑥2
2 + 𝜀𝜌0𝑟

𝜕𝛼𝑈

𝜕𝜏𝛼
, 

𝜕𝛼𝑈

𝜕𝜏𝛼
= 𝑎1

𝜕2𝑈

𝜕𝑥1
2 + 𝑎2

𝜕2𝑈

𝜕𝑥2
2 + 𝑎1𝛿

𝜕2𝑇

𝜕𝑥1
2 + 𝑎2𝛿

𝜕2𝑇

𝜕𝑥2
2 . 

(10.6) 

Those equations are solved using the appropriate initial conditions 

𝑇(𝜏, 𝑥1, 𝑥2)|𝜏=0 = 𝑇0(𝑥1, 𝑥2), 
𝑈(𝜏, 𝑥1, 𝑥2)|𝜏=0 = 𝑈0(𝑥1, 𝑥2). 

(10.7) 

And boundary conditions of the third order 

{
 
 

 
 𝜆𝑖

𝜕𝑇

𝜕𝑛
|
𝑥𝑖=𝑙𝑖

+ 𝜌0(1 − 𝜀)𝛽(𝑈|𝑥𝑖=𝑙𝑖 − 𝑈𝑃) = 𝛼𝑖(𝑇|𝑥𝑖=𝑙𝑖 − 𝑡𝑐),

𝑎𝑖𝛿
𝜕𝑇

𝜕𝑛
|
𝑥𝑖=𝑙𝑖

+ 𝑎𝑖
𝜕𝑈

𝜕𝑛
|
𝑥𝑖=𝑙𝑖

= 𝛽(𝑈𝑃 − 𝑈𝑥𝑖=𝑙𝑖),

 (10.8) 

{
 
 

 
 𝜆𝑖

𝜕𝑇

𝜕𝑛
|
𝑥𝑖=0

+ 𝜌0(1 − 𝜀)𝛽(𝑈|𝑥𝑖=0 − 𝑈𝑃) = 0,

𝑎𝑖𝛿
𝜕𝑇

𝜕𝑛
|
𝑥𝑖=0

+ 𝑎𝑖
𝜕𝑈

𝜕𝑛
|
𝑥𝑖=0

= 0,

 (10.9) 

where, 𝑇(𝜏, 𝑥1, 𝑥2) - temperature, 𝑈(𝜏, 𝑥1, 𝑥2) - humidity, 𝑐(𝑇, 𝑈) - thermal capacity, 

𝜌(𝑈) - density, 𝜌0 - basis density, 𝜀 - phase transition coefficient, 𝑟 - heat of vaporization, 

𝜆𝑖(𝑇, 𝑈) - coefficients of thermal conductivity, 𝑎𝑖(𝑇, 𝑈) - coefficients of humidity 

conductivity, 𝛿(𝑇, 𝑈) - thermogradient coefficient, 𝑡𝑐 - ambient temperature, 𝑈𝑝 - relative 

humidity of the environment, 𝛼𝑖(𝑡𝑐 , 𝜈) - heat transfer coefficient, 𝛽(𝑡𝑐 , 𝜙, 𝜈) - moisture 

transfer coefficient, 𝛼 - fractional order of derivative by the time (0 < 𝛼 ≤ 1). 

10.3. IDENTIFICATION OF FRACTIONAL-EXPONENTIAL 

CREEP KERNELS BY APROXIMATION  

THE EXPERIMENTAL DATA USING THE PRONI METHOD 

The mathematical model (10.1)-(10.2) of viscoelastic deformation in fractal media for 

the one-dimension case can be written using the Boltzmann-Volterr’s integral equation 

[6] 

𝜀(𝜏) = 𝜎0𝐺(𝜏) + ∫ 𝛱(𝜏 − 𝑧, 𝑇, 𝑈)𝐷𝑧
𝛼𝜎(𝑧)𝑑𝑧,

𝜏

0

 (10.10) 
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𝜎(𝜏) = 𝜀0𝐺
′(𝜏) + ∫ 𝑅(𝜏 − 𝑧, 𝑇, 𝑈)𝐷𝑧

𝛽
𝜀(𝑧)𝑑𝑧,

𝜏

0

 (10.11) 

where 𝛼 = 𝛼(𝑇, 𝑈), 𝛽 = 𝛽(𝑇, 𝑈) fractional order of the derivative which are dependent 

on temperature T and moisture U; 𝜎(𝜏) - tension; 𝜀0, 𝜎0 -  the value of deformation and 

tension on the initial time 𝜏0; 𝐺(𝜏), 𝐺 ′(𝜏)
 
- time dependent functions; 𝛱(𝜏 − 𝑧, 𝑇, 𝑈), 

𝑅(𝜏 − 𝑧, 𝑇, 𝑈) - creep and relaxation kernels (memory functions), 𝐷𝑧
𝛼, 𝐷𝑧

𝛽
 - fractional 

derivatives by the variable z with the order 𝛼, 𝛽 (0 ≤ 𝛼, 𝛽 ≤ 1)
 
respectively. 

The general view of the creep kernel for fractional-differential rheological models 

(10.1)-(10.5) will be as follows [9] 

𝛱(𝑡) =
1

𝐸𝜏𝛽
𝑡𝛽−1𝐸𝜓1,𝜓2(𝜙), (10.12) 

where E - modulus of elasticity, 𝐸𝜓1,𝜓2(𝜙) - the Mittag-Leffler’s function, 𝜏 = 𝜂𝐸−1  

(𝜂 -the coefficient of viscosity), 𝜓1 = 𝜓1(𝛼, 𝛽),  𝜓2 = 𝜓2(𝛼, 𝛽), 𝜙 = 𝜙(𝑡, 𝛼, 𝛽). 
Since the Proni’s approximation method, which is valid for a linear combination of 

exponential functions [2], will be used to parameters identification of creep data, the 

equation (10.11) will be transformed. 

The two-parameter Mittag-Leffler’s function is given by the formula [18] 

𝐸𝛼,𝛽(𝜏) =∑
𝜏𝑗

𝛤(𝛼𝑗 + 𝛽)

∞

𝑗=0

. (10.13) 

Taking into account equation (10.12) and the corresponding substitutions, we rewrite the 

appearance of the creep kernel (10.11) as follows 

𝛱(𝑠) =∑𝐴𝑖𝑒
−𝜆𝑖𝑠

𝑛

𝑖=0

, (10.14) 

where 𝐴𝑖 = 𝐴𝑖(𝛼, 𝛽), 𝜆𝑖 = 𝜆𝑖(𝛼, 𝛽) - amplitudes and indices depend on the fractional 

parameters 𝛼, 𝛽, 𝑠 = 𝑙𝑛 𝜏 ⇒ 𝜏 = 𝑒𝑠. 
In [4], it is pointed out that for functions which have the form such as 𝛱(𝑠)

 
there is 

some definite linear relationship between its (𝑛 + 1)
 
equidistant values 

∑𝑐𝑖𝛱(𝑠 + 𝑖ℎ)

𝑛

𝑖=0

= 0, (10.15) 

where 𝑐𝑖 - searching constant values (𝑐𝑛 = 1), ℎ - the time interval is longer than between 

two consecutive values. 

Since (10.13) is a solution of equation (10.14), then parameters 𝜆𝑖 can be found by 

using this method [2]. Let 𝑒−𝜆𝑖ℎ = 𝜉𝑖   then to determine each value  𝜉𝑖 we need to solve 

the algebraic equation 



112 

𝑐0 +∑𝑐𝑖𝜉
𝑖

𝑛

𝑖=1

= 0. (10.16) 

To determine 𝑐𝑖  the following system of linear equations must be solved 

{

𝛱1
∗с0 + 𝛱2

∗с1+. . . +𝛱𝑛
∗с𝑛−1 + 𝛱𝑛+1

∗ = 0,

𝛱2
∗с0 + 𝛱3

∗с1+. . . +𝛱𝑛+1
∗ с𝑛−1 + 𝛱𝑛+2

∗ = 0,
. . .
𝛱𝑛
∗с0 + 𝛱𝑛+1

∗ с1+. . . +𝛱2𝑛−1
∗ с𝑛−1 + 𝛱2𝑛

∗ = 0,

 (10.17) 

where 𝛱1
∗, 𝛱2

∗, . . . , 𝛱2𝑛
∗  - ordinates. 

Finding from (10.14) the n solutions 𝜉 = 𝜉1, 𝜉2, . . . , 𝜉𝑛 we can find the parameters 𝜆𝑖 

𝜆𝑖 = −
𝑙𝑛 𝜉𝑖

ℎ
. (10.18) 

To determine the amplitudes 𝐴𝑖, you must determine the n ordinates 𝛱1
∗, 𝛱2

∗, . . . , 𝛱𝑛
∗  and 

also find the solution of the following system of linear equations 

{
 

 
𝐴1

′ + 𝐴2
′ +. . . +𝐴𝑚

′ = 𝛱1
∗,

𝐴1
′ 𝑝1 + 𝐴2

′ 𝑝2+. . . +𝐴𝑚
′ 𝑝𝑚 = 𝛱2

∗,
. . .
𝐴1

′ 𝑝1
𝑛−1 + 𝐴2

′ 𝑝2
𝑛−1+. . . +𝐴𝑚

′ 𝑝𝑛
𝑛−1 = 𝛱𝑛

∗ ,

 (10.19) 

where 𝑝𝑖 = 𝑒
−𝜆𝑖ℎ, 𝐴𝑖

′ =
𝐴𝑖𝑒

−𝜆𝑖𝑠0

𝜆𝑖
, 𝑖 = 1, 𝑛, 𝑠0 = 𝑙𝑛 𝜏0 - initial moment. 

The fractionally-exponential creep kernels can be identified according to the following 

experimental data [17], which are given in Table 10.1. 
 

Table 10.1. Experimental creep data 

k 𝛱𝑘 [mm] k 𝛱𝑘 [mm] k 𝛱𝑘 [mm] k 𝛱𝑘 [mm] 

1 2.2 7 2.82 13 2.93 19 0.88 

2 2.31 8 2.85 14 2.94 20 0.86 

3 2.61 9 2.87 15 1 21 0.84 

4 2.68 10 2.9 16 0.9 22 0.79 

5 2.73 11 2.91 17 0.85 23 0.77 

6 2.75 12 2.93 18 0.87 24 0.74 

 

To determine the fractional parameters 𝛼 and 𝛽
 
it is sufficient to distinguish two 

exponential functions for each rheological model. Accordingly, the 2n ordinates are 

required to find 𝜆𝑖 parameters. To do this, let us divide the experimental data into 

4 groups by summing up six ordinates in each. As a result, we get 𝛱1
∗ = 15.28, 

𝛱2
∗ = 17.28, 𝛱3

∗ = 9.49, 𝛱4
∗ = 4.88. The system of linear equations (16) will bring the 

form 

{
15.28с0 + 17.28с1 + 9.49 = 0,
17.28𝑐0 + 9.49𝑐1 + 4.88 = 0.

 (10.20) 
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That gives, с0 = 0.0373, с1 = −0.5822. The algebraic equation (10.15) will have the 

form 

𝜉2 − 0.5822𝜉 + 0.0373 = 0, (10.21) 

the roots are respectively equal 𝜉1 = 0.5089, 𝜉2 = 0.0733. 

The initial time moment according to our experimental data is 𝜏0 = 10
3 h and step 

Δ𝑡 = 500 h. Taking into account the corresponding replacement of variables, the h value 

in formula (10.18) will be equal to 37.29. The values of 𝜆𝑖 will be as follows: 

𝜆1 = 0.0181, 𝜆2 = 0.0701.  

Here are the obtained creep kernels for the Maxwell’s, Voigt’s and Kelvin’s 

fractional-differential models [9] 

𝛱𝑀(𝜏) =
1

𝐸𝜏𝑟𝑒𝑙
𝛽
(
𝜏𝛽−1

𝛤(𝛽)
+
𝜏𝑟𝑒𝑙
𝛼 𝜏𝛽−𝛼−1

𝛤(𝛽 − 𝛼)
) , 0 ≤ 𝛼 < 𝛽 ≤ 1, (10.22) 

𝛱𝐹(𝜏) =
1

𝐸𝜏𝑟𝑒𝑙
𝛽
𝜏𝛽−1𝐸𝛽−𝛼,𝛽 (−

𝜏𝛽−𝛼

𝜏𝑟𝑒𝑙
𝛽−𝛼

) , 0 ≤ 𝛼 < 𝛽 ≤ 1, (10.23) 

𝛱𝐾(𝜏) =
𝜏𝛽−1

𝐸𝜏𝑟𝑒𝑙
𝛽
𝐸𝛽,𝛽 (−

𝜏𝛽−𝛼

𝜏𝑟𝑒𝑙
𝛽−𝛼

) , 0 ≤ 𝛼 ≤ 1;  0 < 𝛽 ≤ 1, (10.24) 

where 𝜏𝑟𝑒𝑙  – relaxation time.  

Accordingly, for the Maxwell’s model, the parameters will be determined from the 

ratios 𝜆1 = 1 − 𝛽, 𝜆2 = 1 + 𝛼 − 𝛽. From where we find the fractional-differential 

parameters as 𝛼 = 0.0520,  𝛽 = 0.9819. 

Using formula (10.12), we find parameters 𝜆1 and 𝜆2 for the Voigt and Kelvin models, 

which will have the following form: 𝜆1 = 1 + 𝛼 − 2𝛽, 𝜆2 = 1 − 𝛽. The fractional-

differential parameters will have the following values: 𝛼 = 0.8779, 𝛽 = 0.9299. 

The parameters 𝛼 and 𝛽 which describe the creep kernel are functionally dependent on 

the humidity and temperature of the medium. The experimental creep data were 

investigated at temperature 𝑇 = 23°C, humidity 𝑈 = 65% and elastic modulus  

𝐸 = 13800 ΜPa. 

In the expressions describing the creep kernels, the parameter 𝜏 = 𝜂𝐸−1 is still 

unknown. We can determine it by finding the amplitudes 𝐴𝑖. To do this, we must solve 

the system of linear equations (10.18) 

{
𝐴1

′ + 𝐴2
′ = 15.28,

𝐴1
′ 𝑝1 + 𝐴2

′ 𝑝2 = 9.49.
 (10.25) 

Since 𝜆𝑖 and h are known, then 𝑝1 = 𝑒
−0.6749, 𝑝2 = 𝑒

−2.6139. Having found  

𝐴1
′ = 19.2008

  
and 𝐴2

′ = −3.9208, when 𝑠0 = 6.9078 
 we obtain the following values 

of amplitudes 𝐴1 = 0.3938, 𝐴2 = −0.4460. Since 𝐴2 
is not in the range of amplitude 
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values, we find the 𝜏 parameter from equation 𝐴1 = 𝜏
−𝛽/(𝐸𝛤(𝛽)). For Maxwell and 

Voigt models the parameter 𝜏𝑀,𝐹 = 0.155 ⋅ 10
−3, for Kelvin is 𝜏𝐾 = 0.975 ⋅ 10

−2. 

10.4.  RESULTS OF SIMULATIONS 

10.4.1.  IDENTAFICATION OF PARAMETERS 

For the sample of pine wood, whose modulus of elasticity is 𝛦 = 13,8 МPа
 
with the 

humidity value 𝑊 = 45%, the fractional-differential parameters identification were 

conducted for the Maxwell, Kelvin and Voigt models by the Proni’s method. 

The deformation curves (10.12) were identified from the experimental wood creep data 

[10, 17] for the Voigt model (Fig. 10.1), as well as for the Maxwell and Kelvin models. 

They were investigated under constant load and in the absence thereof.  

 

 

Fig. 10.1. Identification of fractional-differential parameters for  

the Voigt model at wood humidity W=7.5 % 

 

The obtained functions of deformations depending on time are similar to the well-

known model of hygro (thermo)-mechanical deformations which describe the processes 

in wood when the load, temperature and humidity are changed. The developed model also 

takes into account the formation of residual deformations which are characterized by the 

memory effects of wood. According to Fig. 10.1 after unloading of the material, the creep 

deformities remain. The maximum deviation of the approximate values from the 

experimental ones does not exceed 6.7%. It can be concluded that approximation in the 

form of a linear combination of Mittag-Leffler’s functions is an effective tool for 

extrapolation of the experimental creep data of wood. 

After analyzing the data from Fig. 10.2 and Fig. 10.3, the dependence between the 

identified fractional parameter 𝛼 and the initial temperature, moisture content and wood 

species was established. For materials with higher density, it deviates slightly from the 

value 𝛼 = 1. It means, these parameters have small influence on the fractional properties 

of those materials. When the initial temperature or humidity, are lower these properties 

are more pronounced. 
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Fig. 10.2. Fractional parameter 𝛼 for oak depending on temperature and humidity 

 

 

Fig. 10.3. Fractional parameter 𝛼 for pine depending on temperature and humidity 

 

Thus, the experimental data of wood creep are approximated using fractional-

exponential functions and their fractional parameters are distinguished. They describe the 

influence of the fractal structure of the material. The coefficients of creep and relaxation 

kernels which are necessary for implementation of the mathematical model of heat-mass 

transfer (10.6)-(10.9) and viscoelastic deformation (10.1)-(10.5) of capillary-porous 

materials with fractal structure are obtained. 

10.4.2.  THE VISCOELASTIC DEFORMATION 

Let us carry out the numerical implementation of the mathematical model (10.1)-

(10.5) of viscoelastic deformation using the fractional-Voigt model as a basis. 

Considering the results of identification, we will select the following values of 
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parameters: 𝐸 = 5.19 GPa, 𝑊 = 45%, fractional order of the model 𝛼 = 0.8856. 

The finite-difference method described in [9, 12, 14, 15] is used to find the numerical 

solution of the two-dimensional viscoelastic deformation problem. The dynamics of the 

stress components 𝜎12 for different wood species depending on change of fractal items is 

shown as an example. 

 

 
Fig. 10.4. Dynamic of the stress components 𝜎12 

 

The influence of fractal parameters on the dynamics of stresses and strains 

components is analyzed (Fig. 10.4). It is determined that the difference between the stress 

components assuming fractal and monolithic structures does not exceed 16.7% for wood 

with higher density, but for the wood with lower density it reaches 19.6 - 24%. 

10.5.  CONCLUSIONS 

Taking into account the two-parameter Mittag-Leffler’s function and the 

corresponding substitutions, the general form of the original problem is reduced to the 

linear combination of exponential functions. After the transformations, the Proni’s 

method can be applied. Fractional-differential parameters for Maxwell, Kelvin, and Voigt 

models of viscous-elastic deformation are identified. The properties of fractional models 

of viscoelastic deformation in fractal media are taken into account. As we presented, 

some other conditions must be fulfilled in order to apply the Proni’s method described 

above. 

The obtained results can be used for further investigation of mathematical models of 

viscoelastic deformation and heat transfer processes in fractal media. 

For the fractional Voigt model for hardwood, the identification method (iterative 

method) was chosen correctly, since the approximated curves are in good agreement with 

the experimental data. During the study of the creep of the capillary-porous material 

during drying, it is possible to record the formation of residual deformations, the 
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magnitude of which is defined as the difference between the viscoelastic deformations in 

the initial state (heated or wet wood) and the end state (chilled or dry wood). Residual 

stresses describe the memory effect of wood during drying. 
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Paweł OSTAPKOWICZ1 

11.  FILTERING TECHNIQUES TO IMPROVE 

EFFICIENCY OF LEAK LOCALIZATION  

IN PIPELINES 

This chapter deals with issues connected to the detection of leaks in liquid transmission 

pipelines. Such pipelines are especially exposed to the risk of leakages. The occurrence of 

a leakage usually leads to huge economical, environmental and social effects. Therefore, 

leak detection systems (LDS) are installed in transmission pipelines. LDS allows 

24 h monitoring of the integrity of the pipeline, where its overall scope of the operational 

tasks includes detection, localization and estimation of leak intensity. 

There are a number of ways to implement LDS [1, 12]. Of fundamental significance 

appear to be the methods based on measurements of flow parameters in the pipeline, such 

as mass/ volume flow, pressure and temperature. These methods are called analytical 

(indirect, internal or software based) methods. Their reviews are available in [1, 12]. 

Pipeline operators are interested in such LDS solutions that would enable leak detection 

of less than 1% nominal flow intensity. It is important to achieve such aim, when the 

occurrence of a leak is in both steady as well as in transient state, i.e. related to an operating 

point change, valve’s aperture and closure, pump’s start-up or stoppage. The transient state 

cases still pose a significant issue to solve. 

Apart from the system’s ability to detect any kind of leakage, another important issue is 

the precise localization of a leak point. In both the tasks, the response time also plays 

a significant role. 

In order to determine where a leak has occurred, various localization procedures are 

used. Among them, there are procedures based on the calculation of pressure gradients  

[9, 10]. Gradient based localization procedures are used both in simplified as well as very 

advanced solutions of analytical methods. 

On the whole, simplified methods have proved to be efficient when the pipeline operates 

in steady state. The author, in cooperation with other researchers, conducted experimental 

studies of selected standard and improved proprietary solutions of such methods. 

The results of the studies are presented in [5, 6, 7]. The proposed solutions were specifically 
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aimed at detecting leaks. An essential element of their assessment was the estimation of the 

performance indexes, such as possible leakage detection level and response time [7] as well 

as resistance to interference simulated by noises added to acquired measured signals [6]. 

After detecting a leak, leak localization procedures were carried out and their results were 

also presented. Another experimental research, conducted with participation, involved 

changing around 10% of the nominal flow rate in conjunction with a simultaneous 

simulation of a single leakage in the transient state. It has been proved that for such a large 

change of the pipe’s operating point, simplified methods can also be successfully used for 

leakage diagnosis in transient states, i.e. for specific operational conditions [8]. 

As an example of advanced analytical methods, the so-called automatic control 

approach methods [2, 4] can be mentioned here. Such solutions use a mathematical model 

of liquid flow dynamics described in the state-space. Common solution for further analysis 

is an implementation of state observers [3, 4]. These methods are very complex and costly. 

One of many problems is also building the pipeline’s mathematical model and developing 

its solutions. 

Gradient based localization procedures are not as fast as the localization procedures 

based on negative pressure wave detection [6, 8]. However, compared to those procedures, 

they are more reliable, i.e. offer lesser risk of missing a leak. 

The basic requirement that determines the precision of the leakage localization is an 

accurate estimation of nominal pressure values. Such an estimate applies to individual 

measurement points that are included in the calculations. In practice, this means the need 

to use high accuracy pressure sensors. Next, using the acquired data samples, nominal 

values are calculated. Most often, averaging of a given set of data samples is applied here, 

i.e. an average value is calculated. 

In the case of transmission pipelines, accurate pressure measurements are not an easy 

task. Pressure sensors are mounted on the inlet and outlet and along the pipeline. 

Considering a typical section of a transmission pipeline of 30–100 km in length, this means 

long distances of individual pressure sensors from a place where the control room of LDS 

is located. Apart from sensors, numerous additional devices are also used, including A/D 

converters, communication modules for wire or no-wire data transmission. 

The measurement system with such extensive and complex structure is difficult to protect 

from the impact of interference. 

Errors and noises generated by measurement devices, in combination with disturbances 

that occur in the flow, generally result in the quality deterioration of measurement data. 

It is evident that bad quality of the data will influence LDS and generate false results of 

diagnosis, as observed in [12]. 

Consequently, the localization of a leak may not be very accurate, with errors in real 

pipelines ranging from a few hundred meters up to several kilometres. The errors can be 

even worse for small leakages, including the ones that have less than 1% nominal flow 

intensity. 

In this work, the attention is focused on a widely used gradient based localization 

procedure that uses gradient increments instead of the gradients themselves. We consider 

this procedure to localize single low intensity leaks in the event of the use of unfiltered as 
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well as filtered measurement data. A localization error in function of time response 

determined as a performance index is used in the assessment of compared variants of 

procedure implementation. 

Two different single leak scenarios are considered. The first one concerns an occurrence 

of a leak in a steady state. The other scenario assumes a leak in a transient state. 

The research used measurement data obtained during experiments carried out on a model 

pipeline. Intensity of simulated leaks was between 0.2–0.8% of the nominal flow rate. 

11.1.  SCENARIOS OF SINGLE LEAK OCCURRENCE – 

PHENOMENA RELATED TO LEAK 

In general, analytical methods consider hydraulic phenomena related to leak occurrence. 

An in depth understanding of these phenomena and their impact on the measured flow 

parameters is crucial. 

Knowledge of these issues is also important for the leak localization procedure and its 

application to the two single leak scenarios described below. In addition, it also makes it 

easier to determine the requirements that the expected use of measurement data filtration 

should meet. 

11.1.1. Scenario #1: single leak occurred during steady-state pipeline conditions  

Let us consider a leak free (leak proof) pipeline that works under stationary conditions. 

As a result, the pressure measured at the inlet and outlet, as well as at some points along 

the pipe and also the flow rate signals (measured both at the inlet and outlet) have stabilized 

values. This is illustrated by Figs. 1a and 1b, corresponding to the time interval A. If a leak 

occurs at the coordinate point 𝑧𝑙𝑒𝑎𝑘, it results in pressure and flow changes in the pipeline. 

In the case of a pressure change, two distinct phenomena are observed. 

The first one involves the spread of negative pressure waves in the pipeline. Such waves 

originate due to a sudden drop in pressure at the leak point, and spread downstream and 

upstream through the pipeline at the sound speed. These waves are recognized as a change 

in the measured pressure signals which, in the time domain, typically takes a shape of 

a slope. The slope is usually curvilinear in shape with varying degrees of inclination. 

The beginning of the change i.e. bending point corresponds to the wavefront. It should be 

noted that the waves take evidently visible fronts in the case of sudden leaks whereas for 

gradually growing leaks, the wavefronts are more smoothed. Behind the wavefront, the 

pressure in the pipeline gets lower with the increase in the distance from the leak point. 

The other phenomenon consists in the change of the pressure distribution along the 

pipeline, in comparison with a steady state with no leak. Assuming that pressure gradient 

𝐺0 = 𝑑𝑝/𝑑𝑧 is constant over the whole length of the pipeline, then pressure distribution is 

represented by a straight line, as shown in Fig. 11.2a (curve 0). After a certain time, the 

transient state is transformed into a new steady state. This new steady state is shown in 

Fig. 11.1a as the time interval C. Then the pressure drop line is composed of two straight 
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segments, as shown in Fig. 11.2a (curve 1). The inclinations of both lines are described by 

pressure gradients 𝐺𝑖𝑛 and 𝐺𝑜𝑢𝑡, where 𝐺𝑖𝑛 < 𝐺0 and 𝐺𝑜𝑢𝑡1 < 𝐺0. 

In the case of a flow rate change, we can observe an increase of the flow rate in the 

section from the inlet to the leak point, and the decrease in the section from the leak point 

to the outlet. More detailed description of the phenomena related to this scenario of leak 

occurrence can be found in [6]. 

11.1.2. Scenario #2: single leak occurred during transient-state pipeline conditions 

This scenario is represented by pressure (measured at the inlet and the outlet, and also 

at several points along the pipe) and flow rate signals (measured at the inlet and the outlet) 

which are shown in Fig. 11.1c and 11.1d. 

At the very beginning, the pipeline operates in a steady state without leakage. It is 

marked by the time interval A. Next, a technological operation is carried out involving 

a change of the delivery rating of a pump, which is actually aimed at changing the flow rate 

of the medium pumped through the pipeline. The implementation of this operation results 

in a transient state, marked by the time interval B1. During this operation, i.e. in the 

transient state, a single leakage appears at the coordinate point 𝑧𝑙𝑒𝑎𝑘. The occurrence of 

a leak causes an additional transient state, marked by the time interval B2. This state will 

overlap with the transient state caused by the change in the delivery rating of a pump. 
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Fig. 11.1. Signals in the pipeline before and after leak occurrence:  

(a), (b) pressure and flow rate; (c), (d) pressure and flow rate 
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As in the previous scenario, the resulting leak is accompanied by the propagation of 

negative pressure waves. The visibility of the fronts of these waves, apart from the 

previously mentioned conditions, will depend on the dynamics of pressure changes caused 

by the technological operation. 

Assume further that the technological operation of changing the pump’s rotation 

velocity is completed and that the failure of the pipeline at the point of leakage will have 

fixed dimensions. Thus, after a certain time, medium flow in the pipeline gets stabilized in 

a new steady-state operating point represented in Figs. 11.1c and 11.1d as the time interval 

C. Then, the measured pressure and flow rate have stabilized values. Similarly, as in the 

previous scenario, the new line of pressure drop along the pipeline is different from the line 

of pressure drop prior to the leak, i.e. corresponding to the time interval A. Now, the line 

is composed of two straight segments. 

11.2.  CHARACTERISTICS OF GRADIENT BASED LEAK 

LOCALIZATION PROCEDURES 

Gradient based localization procedures [5, 9, 10, 11] take advantage of the 

accompanying leakage of pressure changes (drops) in the pipeline. Such procedures may 

be useful for leaks that occurred at one or even several locations along the pipeline. 

Two variants of such procedures can be distinguished. 

The first variant, so-called classical procedure uses phenomenon of change in the 

pressure distribution along the pipeline described above in section 11.1. This procedure 

consists in the calculation of the abscissa of the intersection point of two straight lines, 

which are shown in Fig. 11.2a (curve 1), using the following relationship 

𝑧𝑙𝑒𝑎𝑘 =
𝑝𝑜𝑢𝑡 − 𝑝𝑖𝑛 − 𝐺𝑜𝑢𝑡 ⋅ 𝑙

𝐺𝑖𝑛 − 𝐺𝑜𝑢𝑡
, (11.1) 

where: 𝑙 - length of the pipeline, 𝐺𝑖𝑛, 𝐺𝑜𝑢𝑡 - pressure gradients after the leak occurrence in 

the section between the beginning of the pipeline and the leak point and in the section 

between the leak point and the end of the pipeline, 𝑝𝑖𝑛, 𝑝𝑜𝑢𝑡 - pressure after the leak 

occurrence for the initial and final cross-section of the pipeline. 

In order to determine gradients 𝐺𝑖𝑛 
and 𝐺𝑜𝑢𝑡, it is necessary to install at least four 

pressure sensors in the pipeline, two in the front and two behind the leak point. However, 

in practice, the other variant is used more often. This procedure, instead of pressure 

distribution 𝑝(𝑧) (Fig. 11.2a), uses the distribution of pressure increases 𝑝(𝑧) in the 

pipeline (Fig. 11.2b), which allows the reduction of the negative impact of pressure 

measurement errors. In particular, it relates to systematic errors of measurement. 

The method of locating the leakage site is similar here, i.e. it involves determining the 

abscissa of the two straight lines that correspond to the pipeline sections before and after 

the leak point. These two straight lines are shown in Fig. 11.2b. Then, a calculation is made 

using the following relationship 
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𝑧𝑙𝑒𝑎𝑘 =
Δ𝑝𝑜𝑢𝑡 − Δ𝑝𝑖𝑛 − Δ𝐺𝑜𝑢𝑡 ⋅ 𝑙

Δ𝐺𝑖𝑛 − Δ𝐺𝑜𝑢𝑡
, (11.2) 

where: 𝐺𝑖𝑛, 𝐺𝑜𝑢𝑡 - increments of pressure gradients in the section between the beginning 

of the pipeline and the leak point and in the section between the leak point and the end of 

the pipeline, 𝑝𝑖𝑛, 𝑝𝑜𝑢𝑡 - increments of pressure for the initial and final cross-section of 

the pipeline. 
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Fig. 11.2. Lines of distributions during no-leak conditions and after leak occurrence:  

(a) pressure, (b) pressure increases  

 

Both procedures do not require the measured pressure signals to be sampled at very 

short periods, unlike in the case of the localization procedures based on negative pressure 

wave detection. In real pipelines, sampling periods range from a few seconds to several 

minutes. 

 

 
Fig. 11.3. Laboratory model of the pipeline used during experiments 

 

The increase in pressure and gradients taken into account in (11.2) are usually calculated 

as the differences between the values of pressure and gradients in steady state before and 

after the occurrence of the leak. It refers to the use of measurement data corresponding to 
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the intervals A and C (Fig. 11.1). Using the measurement data that correspond to both these 

ranges, the nominal pressure values used in the calculations are estimated. In practice, such 

estimation requires the use of time windows covering a certain number of data samples.  

A significant disadvantage may be the fact that the accuracy of the estimate increases with 

the amount of the data available, which means extension of the total time needed to localize 

leak (response time). Hence, there is a need to determine the localization error in function 

of the time response. 

11.3.  EXPERIMENTAL IMPLEMENTATION  

OF THE SELECTED LOCALIZATION PROCEDURE  

WITH USED DATA FILTERING  

11.3.1.  THE PILOT PIPELINE INSTALLATION 

The laboratory model of the transmission pipeline for water pumping (Fig. 11.3) has 

been built in the Faculty of Mechanical Engineering of the Bialystok University of 

Technology in Poland. Its total length is close to 400 m, including the main pipe section of 

380 m long which is made of polyethylene tubes (HDPE) of 34 mm internal diameter and 

40 mm external diameter. 

The pipeline installation is equipped with a variable flow pump, two semi-open tanks 

(on inlet and outlet) of 300 dm3 capacity each. On the pipeline, two electromagnetic volume 

flow meters (at the inlet and outlet at coordinates 𝑧𝑖𝑛 = −6.5 and 𝑧𝑜𝑢𝑡 = 382.2 m) and 

seven pressure transducers (in the main pipe section at coordinates 𝑧1(𝑖𝑛) = 1,
,
𝑧2 = 61, 

𝑧3 = 141, 𝑧4 = 201, 𝑧5 = 281, 𝑧6 = 341
 
and 𝑧7(𝑜𝑢𝑡) = 378 m and one thermometer (at 

the inlet) have been installed. 

In order to simulate leakages, automatically controlled proportional solenoid valves 

equipped with interchangeable diameter orifices are used. The valves can be installed 

at selected points along the entire length of the main pipeline section. 

11.3.2.  CONDITIONS OF EXPERIMENTS 

An overview of the experiments is shown in Fig. 11.4. These experiments correspond 

to the two leakage scenarios as described in section 11.1. 
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Fig. 11.4. Time scenario of experiments 
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The leaks were simulated at some selected points in the pipeline with the coordinates 

75, 195 and 315 m by rapid opening of electromagnetic valves. The data on leakage 

intensity is given in Table 11.1. During the experiment, the flow rate and pressure signals 

were sampled at the rated frequency equal to 𝑓𝑝 = 100 Hz. In addition to the experiments 

with simulated leaks, similar experiments deprived of leakage simulation were carried out. 

 
Table 11.1. Places and intensities of simulated leaks 

Leaks 

[m] [%] [m] [%] [m] [%] 

75 

0.21 

195 

0.26 

315 

0.23 

0.21 0.26 0.24 

0,43 0.44 0.43 

0,43 0.44 0.49 

0.81 0.69 0.73 

0.81 0.69 0.81 

11.3.3.  PROPOSED FILTERS 

For liquid transmission pipelines, the measured pressure signals usually contain the 

disturbing noise and interference caused by the flow and measurement effects. Very often, 

a high level of signal interference can make it difficult to observe the changes in the signal 

value. In particular, this refers to small leaks when pressure changes in the pipeline caused 

by the leaks are relatively small. Then, if ratio of the measured signal value of pressure 

changes to the interference and the level of measurement noises is not satisfactory, the 

identification of such changes seem to be very difficult. Another important problem is the 

lack of suitable relation of the level of the pressure changes to the whole pressure 

transmitter range as well as with respect to uncertainty and systematic errors of the 

measurement. 

Therefore, it is necessary to utilize appropriate filtering of the measured pressure 

signals. Taking into account the specificity of the selected localization procedure, 

we consider the use of time series data filtering techniques. For such a digital filtering 

approach, the following requirements should be defined: 

• possibly good mapping changes of the measured pressure signals, 

• smoothing fluctuations of the measured pressure signals. 

 

At the beginning, we assume the use of the following three time series data filtering 

techniques. 

• Moving average filter. 

Such filtering is effective in reducing the noise component of the signal data set, but 

has the tendency to blur slopes. We use this filter according to formula 

𝑦(𝑛) =
𝑥(𝑛 − 𝑘) + 𝑥(𝑛 − 𝑘 + 1) + ⋯ + 𝑥(𝑛) + ⋯ + 𝑥(𝑛 + 𝑘 − 1) + 𝑥(𝑛 + 𝑘)

𝑁
, (11.3) 



127 

where: 𝑦(𝑛) is the output, 𝑥(𝑛) are samples of the input signal, 𝑁 is number of 

samples. 

• Moving median filter. 

This type of filtering possesses good noise reduction, particularly impulsive type noise 

and has very good ability to track slopes. We employ a variant of this filter 

corresponding to formula 

𝑦(𝑛) = 𝑚𝑒𝑑[𝑥(𝑛 − 𝑘), 𝑥(𝑛 − 𝑘 + 1), . . . ,  𝑥(𝑛), . . . , 𝑥(𝑛 + 𝑘 − 1), 𝑥(𝑛 + 𝑘)]. (11.4) 

• Recursive filter. 

This type of filtering is also called recursive averaging with fading memory 

(exponential smoothing). It has noise reduction advantage and depending on the 

weight factor, is also able to retain signal data that are changing rapidly. The filter is 

described by formula 

𝑦(𝑛) = 𝛼 ⋅ 𝑦(𝑛 − 1) + (1 − 𝛼) ⋅ 𝑥(𝑛), (11.5) 

where: 𝑦(𝑛 − 1) is the output in the previous moment resulting from the applied 

sampling period, 𝛼 is the weight factor 0 < 𝛼 < 1. 

11.3.4.  THE RESULTS 

All the above filtering techniques are relatively simple to implement. An exemplary 

result of their implementation with respect to the measured pressure signals are shown 

in Figs. 11.5 and 11.6. The results in Fig. 11.5 relate to the first leak occurrence scenario, 

whereas the ones in Fig. 11.6 refer to the second scenario. The pressure signals correspond 

to extreme external pressure sensors mounted in the pipeline. 

It should be explained here that the pressure signals shown in Figs. 11.5 and 11.6, 

correspond to the sampling frequency after it has been reduced to the level equal to 

𝑓𝑝 =  10 Hz. This value is sufficient to observe the dynamics of pressure change, 

especially in the case of the second leak scenario. The same parameter is also used in further 

analysis. 

The moving average filter is implemented with a number of samples 𝑁 = 41, and  

the median filter also utilizes the same number of samples. The recursive filter has the 

weight factor equal to 𝛼 = 0.900. 

Analyzing the plots in Fig. 11.5, we can observe that the best mapping changes of the 

measured pressure signals are achieved for both the average and median filters, whereas 

the recursive filter generates the output with a time delay. The outputs of individual filters 

are different with respect to the smoothing of fluctuations of the original signals. The best 

result is observed for the average filter, whereas the output of the median filters is not very 

smoothed. Similarly, this refers to the output of the recursive filter. 

The plots in Fig. 11.6 show significant differences for each of the compared filters. 

In particular, this is true of the slope mapping ability that is an effect of pump switching. 

Such a signal change is only satisfactorily mapped by the median filter. The averaging filter 
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distorts the slope due to the data averaging process. As a result, the filter output overtakes 

the edge of the slope, whereas behind the slope, it is set to a new level with a delay. On the 

other hand, the recursive filter generates an output that lags considerably behind the 

beginning of the slope, and its stabilization behind the slope is slow. We can also observe 

that the original signals have been smoothed differently by these filters. 

 

  

  

   
 

Fig. 11.5. Unfiltered and filtered data refer to the leak about 0.45% of the nominal flow rate  

(the scenario #1) 

 

A more precise definition of the conditions and requirements for the implementation of 

the leak localization procedure will be helpful in solving the problem of filter selection and 

its settings. 

The moment of starting the procedure should be taken into account. This moment should 

correspond to the detection of a leak by a relevant algorithm. It is also important to bear in 

mind the general assumption that we are interested in achieving the best possible accuracy 

of the leak localization in the shortest possible time. 

Let us assume that for all the experiments, the leak detection time counted from the 

moment of its occurrence is 𝑡𝑑𝑒𝑡 = 5s. Such value corresponds to the results of the 

experimental studies presented in [6, 8], where the algorithms designed to detect a leak 

were tested for similar scenarios of leak occurrence. 
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Fig. 11.6. Unfiltered and filtered data refer to the leak about 0.45% of the nominal flow rate  

(the scenario #2) 

 

In view of the above, it seems unreasonable to further increase the number of input 

samples 𝑁 in the case of both the average and median filters. We must remember about the 

(𝑁 − 1)/2 samples that should be additionally taken into account when determining the 

time of leak localization. Another problem that can be seen in Figs. 11.5 and 11.6 is the 

need to backward shift the end of the range used to calculate the nominal pressure values 

in a non-leakage condition. Initially, the end of the interval was supposed to correspond to 

0 on the timeline. To avoid this requirement, it is possible to move the filter output from 

sample 𝑦(𝑛) to sample 𝑦(𝑛 +  𝑘 –  𝑖 ), that is related to the average filter. However, the 

existing option, i.e. with the filter output corresponding to the sample 𝑦(𝑛), is further 

considered. Therefore, the end of this interval has been moved to -2 on the timeline 

(Fig. 11.4). In the case of a recursive filter, further improvement of the signal smoothing 

effect can be achieved by changing the setting of parameter 𝛼. Yet, this will further increase 

the output delay. 

It should also be kept in mind that apart from the signal filtration itself, the averaging 

of the obtained output samples of the filters will also be used. In order to obtain the best 

results of leak localization in the shortest possible time, this effect may be actually caused 

by the applied signal filtering in terms of reducing its fluctuations. It is important here to 
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obtain stable values of the filter output signal. Hence, for the purpose of further analysis, 

additionally a recursive filter setting was adjusted, assuming 𝛼 = 0.980. 

The averaged leak localization errors in function of time response obtained for both leak 

scenarios are shown in Fig 11.7. The results concern the use of both unfiltered and filtered 

measured signals.  

 

 

 

 

(a) 

(b) 

(c) 

 
 

Fig. 11.7. Distributions of the averaged leak localization error:  

(a) scenario #1, (b) scenario #2, (c) scenario #2, when data corresponding to  

the non-leak state are used from another experiment without simulated leak 
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The mean error was calculated by making use of the localization errors obtained for 

each of the experiments (Table 11.1). The leakage site calculations were performed 

according to procedure (11.2). For the calculation of both gradients and their increments, 

the data corresponding to four sensors were used, including two sensors located at the inlet 

or the outlet of the pipeline, and another two sensors nearest to the leak point. The response 

time is represented by the number of samples 𝑁𝐴𝑉𝐸  that were taken into account when 

estimating the nominal pressure values for the non-leaked and leaked states (Fig. 11.4). 

Such estimates were made using the calculated mean value for the considered set of 

samples. Identical numbers of samples 𝑁𝐴𝑉𝐸  
 were taken into account for both states. If, for 

a given experiment, the calculated leakage point exceeded the coordinates of the pipeline 

length, its value was assumed to be the appropriate extreme coordinate. 

While analyzing the results obtained for the first leak scenario (Fig. 11.7a), we might 

state that the proposed filtering techniques have made it possible to achieve a significant 

reduction of the localization error in function of time response. In particular, it relates to the 

use of recursive filtering with the setting 𝛼 = 0.980.     

It can be also noticed here (Fig. 11.7a) as for the others examined variants (Figs. 11.7b 

and 11.7c) that the amount of the data used for the estimation of nominal pressure values 

exerts a substantial influence on the accuracy of the localization of a leak point. 

It is worth noting that the median filter is not the best averaging filter, hence for virtually 

all considered variants, the final location errors always have the highest level. 

For the second scenario, averaged location errors have much higher levels and 

dispersion (see Fig. 11.7b). Of the filters used, only recursive filters reduce the levels of 

average leakage localization errors compared to the results obtained for unfiltered signals. 

For both of these filters, it is worth noting the build-up of a location error along with an 

increase of the amount of the samples 𝑁𝐴𝑉𝐸 . This may be due to delays in the operation of 

filters, where slow stabilization of the filter response significantly affects the resulting 

averaging result. In general, the results obtained here confirm known problems with the 

exact localization of the leak point in the case of transient states. 

However, in the case of the additionally examined variant for the second leak scenario 

(Fig. 11.7c), when the data corresponding to the non-leak state are used not from the time 

period before pump switching, but from another experiment without simulated leak where 

identical time period is considered as for standard calculation (Fig. 11.4), we can observe 

decreasing errors. 

Such a variant is purely theoretical. But, it can show, that except for the above 

mentioned problems related to the second leak scenario, there may be errors of pressure 

measurement. In fact, the errors in function of the whole pressure transmitter range are 

taken into account here. This additional improvement of the localization procedure based 

on gradient increments may require applying metrological characteristics of pressure 

sensors, i.e. calibration data given by their producers. 
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11.4.  CONCLUSIONS 

This work presents very simple and efficient filtering techniques to improve the 

accuracy of the localization procedure based on gradient increments. The procedure can be 

successfully used to localize a location of leakage that occurred during steady-state pipeline 

conditions. It also shows possibilities of using the procedure to localize a leak point related 

to the occurrence of a leak in transient state. 

The effectiveness of the filtering techniques has been proven by the results of 

localization errors in function of time response. They relate to the use of real measured 

pressure signals obtained for the experiments with simulated small leaks between  

0.2–0.8% of nominal flow rate. The experiments were carried out on the pilot pipeline 

described earlier.  
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12. DEVELOPMENT SOFTWARE FOR STUDY  

THE WOOD DRYING CHAMBER BY USING  

A THREE-DIMENSIONAL MATHEMATICAL 

MODEL BASED ON CELLULAR AUTOMATA 

The paper describes the study of the drying processes of capillary-porous materials by 

using the CAD model of wood drying chamber. The study involves the determination of 

temperature and humidity in the stack of dried wood by using cellular automata. 

To accomplish this task, we developed a three-dimensional mathematical model of heat   

transfer of wood in the drying process. In order to use this mathematical model in practice, 

we described the ways of representing the CAD model in the form of multidimensional 

arrays whose elements are 3D cubes, as well as special schemes of the relation between the 

edges of these 3D cubes. This representation allows us to make the most effective use of 

the developed mathematical model, which is described by an interconnected system of   

partial differential equations in time derivatives and spatial coordinates. Also in this paper, 

the results of the calculations in the form of graphs of change in the temperature and 

humidity of the stack of dried wood according to time iterations are shown. In order to take 

simpler results, we developed a radial basis artificial neural network. 

12.1. INTRODUCTION 

This type of work involves modeling and investigating methods of drying wood in 

forestry chambers. The object of the study in this case is aerodynamic processes. 

To calculate the parameters of the wood drying agent, SolidWorks Flow Simulation 

software application will be used with the theory of cellular automata. In the second case, 

it is supposed to represent the investigated CAD model in 2D von Neumann neighborhoods. 

In this work, we also develop software that is based on well-designed algorithms using the 
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SolidWorks API. In addition, we develop a radial basis artificial neural network that will 

determine the parameters of the wood drying agent in a given face of the selected 3D cube 

and at a given point in time.  

12.2. CAD MODEL AND ITS PRESENTATION IN 2D 

NEIGHBORHOOD OF VON NEUMANN  

12.2.1.  CAD MODEL OF THE CHAMBER 

This paper investigates the CAD model of a wood drying chamber that we 

previously designed in SolidWorks environment. This CAD model consists of several 

components, including walls, doors and ceiling of the wood drying chamber, stacked 

lumber, humidifying nozzles, water heaters and axial fans. All components are 

combined into one large assembly (Fig. 12.1).  

  

Fig. 12.1. Investigated CAD model in SolidWorks environment (a – stack of lumber;  

b – ceiling of the drying chamber; c – moisturizing nozzle; d – axial fan; e – water heater) 

 

In total, we can have five types of water heaters, humidifying nozzles and axial fans. 

The choice of the type of equipment required depends directly on the physical 

dimensions of the wood drying chamber. Various types of equipment differ in 

geometric dimensions, capacity heater, the maximum volume of air that passes per 

minute and other. 

The basic geometric dimensions and drawings of moisturizing nozzles used in this 

CAD model of the wood drying chamber are shown in Figure 12.2 and characteristics 

of water heaters and axial fans shown in Figure 12.3. 

In this paper, the focus will be on the stacks of lumber, for which we developed 

a corresponding three-dimensional mathematical model of heat transfer of wood in the 

drying process [1]. 
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Fig. 12.2. Characteristics of moisturizing nozzles 

  

Fig. 12.3. Drawings and characteristics of axial fans and water heaters 

12.2.2. MODEL IN 2D NEIGHBORHOOD OF VON NEUMANN  

To study the proposed CAD model of a wood drying chamber by using cellular 

automata, it is necessary to present it in the form of 2D neighborhood von Neumann 

1st order. In Fig. 12.4, an example of a graphical breakdown of one stack of lumber is 

shown where it is unfolding in 2D neighborhood von Neumann [2]. 

In a similar way, all existing components of the CAD model of the wood drying chamber 

are broken down. In order to use cellular automata to investigate the parameters of the wood 

drying agent in the CAD model under study, in addition to splitting it into 3D cubes, it is 

also necessary to develop links between these 3D cubes. For this task, we used the 

connections on the tangent faces of different 3D cubes. Fig. 12.5 shows a general view of 

making such connections using the example of one of the lumber [3]. 
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Fig. 12.4. View of a graphical breakdown of a stack of lumber 

 

 

Fig. 12.5. The process of making connections between adjacent 3D cubes 

 

 

Fig. 12.6. The scheme of the relationship of the faces between two adjacent 3D cubes 
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With a graphical way of making connections between adjacent 3D cubes, we developed 

an appropriate diagram of the relationship between all faces of two adjacent 3D cubes 

(Fig. 12.6). The notations X and Y are two adjacent 3D cubes, and the numbers adjacent to 

them are responsible for the faces of this 3D cubes [4]. 

12.3.  DEVELOPMENT OF 3D MATHEMATICAL MODEL OF 

HEAT TRANSFER IN THE DRYING PROCESS 

12.3.1.  DESCRIPTION OF THE DEVELOPED MATHEMATICAL MODEL 

To determine the parameters of the wood drying agent, a three-dimensional 

mathematical model of heat transfer of wood in the drying process was constructed. 

This three-dimensional model is described by an interconnected partial differential 

system of partial time derivatives and spatial coordinates and has the following form 

{
 
 

 
 𝑐 𝜌 

𝜕𝑇𝑖
𝜕𝑡

= 𝜆1
𝜕2𝑇𝑖
𝜕𝑥2

+ 𝜆2
𝜕2𝑇𝑖
𝜕𝑦2

+ 𝜆3
𝜕2𝑇𝑖
𝜕𝑧2

+ 𝜀 𝜌0 𝑟
𝜕𝑈𝑖
𝜕𝑡

,

 
𝜕𝑈𝑖
𝜕𝑡

= 𝑎1
𝜕2𝑈𝑖
𝜕𝑥2

+ 𝑎2
𝜕2𝑈𝑖
𝜕𝑦2

+ 𝑎3
𝜕2𝑈𝑖
𝜕𝑧2

+ 𝑎1𝛿
𝜕2𝑇𝑖
𝜕𝑥2

+ 𝑎2𝛿
𝜕2𝑇𝑖
𝜕𝑦2

+ 𝑎3𝛿
𝜕2𝑇𝑖
𝜕𝑧2

,

 (12.1) 

where (𝑥, 𝑦, 𝑧, 𝑡)  ∈  Ω, domain Ω =  {0 ≤ 𝑥, 𝑦, 𝑧 ≤ 𝑙; 0 ≤ 𝑡 ≤ 𝜏}, 𝑇𝑖  =  𝑇𝑖(𝑥, 𝑦, 𝑧, 𝑡) 

– temperature,  𝑈𝑖  =  𝑈𝑖(𝑥, 𝑦, 𝑧, 𝑡) – moisture content, 𝑐 – specific heat, 𝜌 – density,  

i – serial number of 3D cube, 𝑡 – time, 𝑥, 𝑦, 𝑧 – coordinates of the 3D cube location, 

{𝜆1, 𝜆2, 𝜆3} – coefficients of thermal conductivity, 𝜀 – phase transition coefficient, 

𝜌0 – basic density, 𝑟 – specific heat of vaporization, {𝑎1, 𝑎2, 𝑎3} – humidity coefficients, 

𝛿 – thermo gradient coefficient. 

Initial conditions that relate to a period of constant drying rate of wood have also 

been developed as follows 

𝑇𝑖(0, 𝑥, 𝑦, 𝑧) = 𝑇0(𝑥, 𝑦, 𝑧), 𝑈𝑖(0, 𝑥, 𝑦, 𝑧) = 𝑈0(𝑥, 𝑦, 𝑧). (12.2) 

In general, the developed mathematical model can be implemented by using finite 

element methods or differences.  

12.3.2.  BOUNDARY CONDITIONS ACCORDING TO THE CREATED 3D CUBES 

For this three-dimensional model, we developed boundary conditions of the third kind, 

which correspond to each of the faces of the created 3D cubes. Such a representation makes 

it possible to apply this mathematical model in the study of the parameters of the agent of 

drying wood by using cellular automata [5].  

Generally, the boundary conditions developed are as follows: 
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{
 
 

 
 𝜆𝑗

𝜕𝑇𝑖
𝜕𝑛

|

 
 

{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
+ 𝜌0(1 − 𝜀) · 𝛽 (𝑈𝑖 |

 
 

{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
− 𝑈𝑝) = 𝛼 (𝑇𝑖 |

 
 

{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
− 𝑇𝑐) ,

𝑎𝑗𝛿
𝜕𝑇𝑖
𝜕𝑛
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{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
+𝑎𝑗

𝜕𝑈𝑖
𝜕𝑛
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{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
= 𝛽 (𝑈𝑝 − 𝑈𝑖 |

 
 

{𝑥, 𝑦, 𝑧} ∈ 𝜕Ω
) ,

 (12.3) 

where 𝑗 – index (𝑗 =  1, 2, 3), 𝛼 – coefficient of heat exchange, 𝛽 – moisture exchange 

coefficient, 𝑙 – the length of each face (all faces are equal to each other), 𝑈𝑝(𝑇𝑐 , 𝜑) – 

equilibrium humidity, 𝑇𝑐 – ambient temperature, 𝜑 – relative humidity. 

12.4.  SOFTWARE DEVELOPMENT FOR RESEARCH OF CAD 

 MODEL BY USING CELLULAR AUTOMATA 

12.4.1.  GRAPHICAL INTERFACE  

To study the CAD model, a software in the Microsoft Visual Studio 2010 application 

using programing language C# was developed. This program has several tabs, one of 

which is responsible for working with cellular automata (Fig. 12.7). 

 

 

Fig. 12.7. View the tab of the developed software for working with cellular automata 

 

With this software, the user can enter the size of the lumber, their number in one stack and 

the total number of stacks. Based on this data, the program can generate a three-dimensional 

array of data, the size of which will depend on the separation density of the studied CAD 

model, which is entered by the user. By manipulating the size of the separation density into 

3D cubes, the user can get the most accurate calculation results [6]. 

12.4.2.  UML DIAGRAMS 

To work with the created three-dimensional array, we developed 12 classes, which 

can move objects of different classes among themselves. In this regard, instances of the 

developed classes have associative relationships, which are shown in the developed 

class diagram (Fig. 12.8). 
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Fig. 12.8. The appearance of a class diagram 

 

The sequence diagram (Fig. 12.9) shows the interaction of objects of the developed 

classes with each other. This diagram shows only those classes that are directly 

involved in investigating the parameters of a wood drying agent by using cellular 

automata [7]. 

To better understand all the functionality of the developed software, you can use 

the diagram of use (Fig. 12.10). 

 

 

Fig. 12.9. The appearance of a sequence diagrams 
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Fig. 12.10. The appearance of a using diagram 

12.5.  CALCULATION RESULTS 

12.5.1.  EXPERIMENT IN SOLIDWORKS FLOW SIMULATION 

To determine the change parameters of agent timber, an experiment using 

SolidWorks Flow Simulation was carried out. As a result of this experiment, we 

obtained the numerical values of temperature and relative humidity of the air masses in 

the wood drying chamber. In addition, we obtained a trajectory of motion of air masses, 

based on which the surface of change of temperature and relative humidity in the upper 

layers of the CAD model were taken.  
 

 

Fig. 12.11. Graph of temperature and humidity in wood 

 

As a result of 100 iterations, we obtained average numerical values of the temperature and 

humidity. Based on these data, the corresponding graphs (Fig. 12.11) were constructed. These 

graphs show that the Y axis is responsible for the average values and the X axis for the 
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iteration numbers. Based on the obtained data, we constructed graphs of temperature and 

relative humidity changes of the wood drying agent in space and time (Fig. 12.12). 
 

 

Fig. 12.12. Graphs of temperature and relative humidity changes in space and time 

12.5.2.  DYNAMIC EXPERIMENT BASED ON 3D CUBES 

Therefore, at the beginning of the experiment, we have a huge number of 3D cubes 

whose faces have initial values. Next, we select one 3D cube, which in the course of 

the experiment will have a change in the numerical values of its faces according to the 

developed mathematical model. We will call this 3D cube X1 and denote the numbers 

of its faces in square brackets [8]. 
 

 

Fig. 12.13. Performing 0-4 iterations of the experiment when changing the temperature values 
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In the course of the experiment, the faces of X1 will transfer the change of their 

numerical values to adjacent faces of other 3D cubes, which we will call XN, where N is 

the ordinal number of 3D cubes. To determine the number of tangent faces in adjacent 

3D cubes, we can use the developed scheme of relations, which is shown in Fig. 12.6.  

An example of performing this experiment, when selecting the initial first face for 

X1 is shown in Fig. 12.13. Since the experiment involves a large number of iterations, 

we have shown only the first four. At the same time, we consider that at the first and 

second iterations (time = 1, 2) the numerical values of only the eigenvalues for X1 are 

realized. Beginning with the third iteration (time = 3), we can observe the process of 

transmitting numerical values for the faces of neighboring XN. In addition, this figure 

shows the temperature values for all involved faces of the selected 3D cubes [9].  

12.5.3.  USING A RADIALLY BASED ARTIFICIAL NEURAL NETWORK 

In order to obtain numerical values in any 3D cube and at any time, we have created 

a radial basis artificial neural network. This network contains three layers. The first 

conventional input layer distributes the sample data for the first layer of weights.   

The second layer contains hidden neurons with radially symmetric activation 

function. The third layer of the network is the source. Such a radial basis network with 

𝑅 inputs is presented in Fig. 12.14. 

 

 
Fig. 12.14. Radial basis artificial neural network 

The input of the activation function for a given artificial neural network is defined 

as the modulus of difference of the vector of weights w and the vector of input 

𝑝 multiplied by the displacement 𝑏. This function will have a maximum equal to one 

with zero input. As the distance between the vectors 𝑤 and 𝑝 decreases, the output of 

the radial basis function will increase. Therefore, the radial basis neuron will act as an 

indicator that generates a unit value when the input 𝑝 is identical to the weight vector 

𝑤. The offset 𝑏 can adjust the sensitivity of neurons radbas. 

In order to take full advantage of this artificial neural network, it is necessary to have 

arrays of the input training sample. These arrays are obtained by performing the first 100 

iterations of the experiment. In general, we have the following arrays: 
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• Input - coordinates of the 3D cube, time, number of its face, type sought; 

• Temperature - temperature values; 

• Humidity - humidity values. 

 

In total, each of the training sample arrays contain at least 600 datasets. These arrays 

are shown in Fig. 12.15. 

 

 
Fig. 12.15. The appearance of the training sample arrays 

  

With a training sample, we have created a feature that allows the use of artificial 

neural network. This Mynetwork feature is as follows: 
 
Function Result = Mynetwork (x, y, z, time, number, type, temperature, humidity) 

If type = = ‘T’ 
  Net = newrbe (input’, temperature’); 
 End  
 If type = = ‘H’ 
  Net = newrbe (input’, humidity’); 
 End 
Result = sim (net, [x, y, z, number, time]’); 
 

As a result of using this function, we obtain the required numerical value according 

to the given coordinates and the face number of the desired 3D cube [10]. The use of 

the developed Mynetwork function is as follows: 
 
>>  res = Mynetwork (21, 18, 16, 214, 1, ‘T’, Temperature, Humidity) 
res = 24.9542 
>>  res = Mynetwork (21, 18, 16, 214, 1, ‘H’, Temperature, Humidity) 
res = 61.0484 
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From this example, you can see that x=21, y=18, z=16, time=214 second and the face 

of select 3D cube is equal one. In addition, it can been seen that in the first case, we 

selected the temperature and in the second case, we selected the relative humidity. 

As a result of using developed Mynetwork function, the artificial neural network 

showed the following results: 𝑇 = 24.95°𝐶 and 𝐻 = 61.05%. 

12.6. CONCLUSIONS 

In this work, we performed a series of experiments in SolidWorks Flow Simulation, 

based on which we determined the parameters of the wood drying agent. In addition, 

to determine the parameters of a wood drying agent by using the theory of cellular 

automat, we developed a mathematical model. To use this theory, we presented a CAD 

model in the form of 2D Von Neumann neighborhoods in 1-order. Based on the 

obtained data, we got the graphs of aerodynamic flows in the CAD model. In addition, 

we developed and tested an artificial neural network that determine the temperature and 

humidity of any face of the selected 3D cube at a given point in time. 
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Tomasz HUŚCIO1 

13. DEVELOPMENT OF CONTROL SYSTEM  

FOR CENTRAL HEATING BOILER 

As a result of legislative action in the European Union and its individual member 

states, the demand for high-quality equipment has grown in recent years with respect to 

the individual heating sector, particularly from the perspective of high energy efficiency 

and environmental protection, as well as convenience and inexpensiveness of operation. 

In 2013, the European Commission adopted a Clean Air Policy Package for Europe 

[1]. This package of measures aims to achieve full compliance with existing air quality 

legislation by 2020 and further improve Europe’s air quality by 2030 and thereafter [2]. 

The gradual withdrawal of coal from energy production necessitates the application of 

low-emissions sources of energy production, such as wind and solar energy, water (rivers, 

tides and sea waves), biomass, new nuclear power plants, as well as extension of the 

lifetime of existing sources that can operate in a safe manner [3]. 

The high level of air pollution caused by solid fuel combustion installations, 

particularly those with outdated, traditional designs, makes it necessary to design and 

implement heating systems based on renewable energy sources and heating systems with 

modern central heating boilers. The International Energy Agency (IEA) forecasts that, in 

2040, 60% of heat will be generated from renewable energy sources, i.e. pellet in boilers 

and furnaces, biogas, biomethane and biofuels [4, 5]. 

Article [6] shows a system based on solar thermal collectors, a biomass boiler and an 

innovative reversible hybrid heat pump/ORC concept for addressing heating, cooling and 

domestic hot water demand of residential buildings. The main findings from the 

SDEWES conferences of 2021 within the field of renewable energy and the systems 

analyses used to design complex renewable energy systems are presented in [7]. The 

computer model was developed in order to build a system for process control in the 

building’s heating system with installation using renewable energy sources – a solar 

photovoltaic panel, a HHO gas generator and a pellet boiler is presented in [8]. 

The implementation of the anti-smog act is to lead to improvement of air quality in 

individual regions of Poland. This is an amendment to the Environmental Protection Law 
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(art. 96) [9]. The provisions of this act are to contribute to improvement of our health and 

enhance our living standard. The anti-smog act indicates the types of heating equipment 

approved for use and the types of fuels prohibited from use, in short, what can be burned 

and in what. In the case of buildings heated with a solid-fuel boiler (coal or pellet), the 

anti-smog act permits the use of class 5 flue gas purity boilers, i.e. those that have 

a certificate issued in compliance with standard PN-EN 303-5:2012 [10] or boilers 

meeting the requirements of eco-design according to the Regulation of the European 

Commission [11]. 

Existing heating systems must be continuously modified and optimized to meet 

technological requirements concerning the efficiency of using the energy of fuels in 

burners and the affordability of implementing new solutions. 

In this chapters the results of work involving the development of a control system for 

a modern central heating boiler utilizing a renewable energy source – biomass are 

presented and discussed. 

13.1.  HEATING SYSTEM WITH CENTRAL HEATING BOILER 

UTILIZING A RENEWABLE ENERGY SOURCE – BIOMASS 

13.1.1. DEVELOPMENT OF A CENTRAL HEATING  

AND DOMESTIC HOT WATER INSTALLATION SCHEMATIC 

A simplified schematic diagram of the installation, with two central heating 

circulations (circulation 1, circulation 2), domestic hot water circulation, and with 

additional floor heating, is presented in Fig. 13.1. To improve the diagram’s readability, 

the protective installation in the form of collector pipes, safety pipes, etc. is not shown. 

 

 

Fig. 13.1. Schematic diagram of central heating and domestic hot water installation [14] 
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The following components are marked in Fig. 13.1: external temp. sensor (1), boiler 

water temp. sensor (2), temp. sensor for water returning from installation to boiler (3), 

temp. sensors of central heating supply in loop 1 (4), temp. sensors of central heating 

supply in loop 2 (5), domestic hot water temperature sensor (6), room regulator 1 (7), 

room regulator 2 (8), floor heating (9), 3-way valve with drive (10), 4-way valve with 

drive (11), circulating pump of central heating loop 1 (12), circulating pump of central 

heating loop 2 (13), circulating pump of floor heating loop (14), domestic hot water 

circulating pump 1 (15), domestic hot water circulating pump 2 (16), domestic hot water 

tank (17), cold water supply from network (18). 

The heating installation should be open, i.e. must be equipped with a collector vessel 

as well as with: safety, collector, overflow, signaling and venting pipes. The collector 

vessel, safety pipes, collector pipe, signaling pipe and overflow pipe must be placed in 

a space where the air temperature is greater than zero. If heating loops 1 and 2 and the 

domestic hot water circulation are active in the installation and equipped, accordingly, 

with circulating pumps (12), (13), (14), (15), then the appropriate temperature sensors (4), 

(5) and (6) must also be installed. Temp. sensors of central heating supply in loop 1 (4) 

and loop 2 (5) are indispensable if the controller is to support the actuator of the mixing 

valve for the given loop. Optionally, room regulators (7, 8) make it possible to maintain 

a set temperature in rooms, as desired by the residents. 

13.1.2. CENTRAL HEATING BOILER UTILIZING  

A RENEWABLE ENERGY SOURCE – BIOMASS 

The central heating boiler is presented in Fig. 13.2. The boiler consists of two main 

components standing next to each other: the boiler proper (1) and fuel tank (2) with a unit 

of feeders. The application of two feeders made it possible to separate the fuel dispenser 

from the combustion chamber. Thanks to this, there is no possibility of flashback to the 

fuel dispenser, and moreover, it does not have to be tightly closed. The main feeder (3) is 

a spring revolving slowly in a pipe, moving fuel from the lower part of the dispenser 

upward, from where it falls through pipe (4) onto a second feeder (worm), which feeds 

fuel to the combustion chamber.  

 

 

Fig. 13.2. Appearance of boiler with removed guard of feeders [14] 
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Figure 13.3 presents the cross-section of the central heating boiler. The following are 

marked in Fig. 13.3: burner inlet (1), insulation (2), water jacket (3), flue gas swirler (4), 

exterior housing (5), exhaust fan (6), water temperature sensor in boiler (7), boiler 

controller (8), small door for boiler cleanout (9), large door to combustion chamber (10). 

The boiler is equipped with two fans: an intake blower, supplying the appropriate 

amount of air to the combustion chamber, and exhaust fan (6), making it possible to 

discharge flue gas through the furnace flue to the chimney. There are 2 holes at the top of 

the boiler. The hole on the right side (viewing from the front), is intended for insertion of 

the boiler water temperature sensor (9), and the hole on the left side serves for installation 

of the capillary tube of the boiler’s resettable thermal protection. 
 

 
Fig. 13.3. Cross-section of the central heating boiler [14] 

 

The flue is situated on the top rear of the boiler, with two holes: the larger one serves 

for fastening of the lambda sensor, and the smaller one for fastening of the flue gas 

temperature sensor (Fig. 13.4). The lambda sensor makes it possible to measure oxygen 

content in flue gas. This enables precise dosage of the fuel-air mixture at individual stages 

of the biomass combustion process. The flue gas temperature sensor has an additional 

clamping ring, preventing the sensor from being pushed into the flue.  
 

 

Fig. 13.4. Lambda sensor and flue gas temperature sensor 
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1.3. BURNER FOR CENTRAL HEATING BOILER 

Figure 13.5 shows the prepared 3D model of the burner for the central heating boiler. 

The model was prepared using SOLIDWORKS software. The burner’s principle of 

operation is described in works [12, 13].  

 

 

Fig. 13.5. 3D model of burner for central heating boiler 

13.2.  DEVELOPMENT OF CONTROL SYSTEM FOR CENTRAL 

HEATING BOILER 

13.2.1. STAGES OF CONTROL SYSTEM DEVELOPMENT 

Development of the control system for the central heating boiler was carried out 

according to the following stages:  

• designing of control system, 

• selection of appropriate equipment and software, 

• preliminary preparation of PLC, HMI software for the combustion process, 

• installation of automation (input automation components, controller, actuators), 

• installation of indispensable cabling for communication and control of system 

components (fuel feeder, exhaust fan, igniter fan, igniter), 

• final preparation of PLC software for the combustion process, 

• analysis of the created control system’s operation in the burner – boiler system, 

• process optimization and necessary corrections of the PLC code, 

• final preparation of human – machine interface (HMI), 

• final start-up, 

• tests of safety systems, 

• realization of checklist and CE certification, 

• development of documentation. 
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13.2.2. ASSUMPTIONS FOR DEVELOPMENT OF  

CONTROL SYSTEM FOR CENTRAL HEATING BOILER 

The control system of the central heating boiler should make it possible to following 

assumptions. 

• Automate the fuel ignition process in the burner using an electric heater (igniter) and 

fan generating a stream of hot air. 

• Control of combustion process parameters: 

- dosing of the appropriate fuel-air mixture at individual stages of the biomass 

combustion process, i.e. feeding of a specific amount of fuel and supply of 

required portions of air from the environment to sustain biomass combustion,  

- the process of cleaning the grate situated in the gasifying chamber, which 

should be performed automatically at regular time intervals (cyclically). 

• Constant-value (programmed) temperature regulation in individual rooms of the 

building, at the set level. 

• Constant-value (programmed) regulation of domestic hot water temperature. 

• In the case where water in the boiler reaches a temperature of 95oC, the fuel (pellet) 

feeder and intake blower should be disconnected, and in addition, an alarm sound 

signal should be activated. Restart of the furnace requires the user’s intervention. 

• Damage to any of the temperature sensors should result in suspension or limitation 

of the boiler’s operation and in the activation of an alarm sound signal.  

13.2.3.  SELECTION OF AUTOMATION COMPONENTS 

Based on adopted assumptions and analysis of components of the heating system 

individual automation components were selected for the designed control system: input 

automation components (table 13.1), actuators (table 13.2) and FuzzyLogic 500 controller 

– Cherokee [15]. 

Actuators entering into the burner’s equipment: intake blower, igniter, motor of ash 

collector feeder. Actuators entering into the boiler’s equipment: exhaust fan, motor of 

fuel feeder. Other components of the control system, i.e. circulating pumps of central 

heating loops, circulating pump of floor heating loop, circulating pumps of domestic hot 

water, water valve actuators, mixing valve actuator, are selected depending on the sizes of 

central heating installation components, i.e. diameters of pipes in the hydraulic 

installation and the investor’s budget. 

Figure 13.6 presents the connections of individual input components and actuators to 

the terminals of the selected controller. The controller was integrated with a graphical, 

color and touch LCD, enabling value changes of the most important parameters and 

monitoring of other parameters involved in boiler operation. 

According to the adopted assumption concerning protections: 

• the controller controls the operation of sensors, and in the event where any sensor is 

damaged, the boiler’s operation is suspended or limited, an interrupted sound signal 

is generated, and the appropriate message is displayed on the screen, 
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• if water temperature in the boiler exceeds 95 ̊C, the boiler’s active thermal protection 

will be engaged, and an interrupted sound signal will be activated. The controller 

sends the signal for disconnection of fuel feeders, the igniter and intake blower, 

thanks to which the burning process is interrupted. To restart the boiler, the RESET 

button on the controller’s housing must be pressed. 

 

Individual input automation components of the control system are listed in table 13.1. 

 

 

Fig. 13.6. Input and output terminals of the FuzzyLogic 500 controller – Cherokee 

 

Table 13.1. Input automation components 

Designation Component Installation site 

TK Boiler water temperature sensor 
Boiler’s jacket or point where the highest boiler 

water temp. is present 

TCWU 
Domestic hot water temperature 

sensor 
Measuring hole of domestic hot water tank 

TPOD Feeder temperature sensor 
Fastened by a band on the worm feeder in such 

a way that it adheres well to the surface 

FOTO 
Flame brightness sensor 

(optional) 
In a special sleeve in the burner’s wall 

TSPAL Flue gas temperature sensor In the top rear part, in the flue (Fig. 13.4) 

TCO1 TCO2 

Central heating supply 

temperature sensors in loop 1 / in 

loop 2 

Fastened by a clamping ring to outlet pipes after the 

pumps and valves 

LAMBDA Lambda sensor 
In the top rear part, in the flue, in a special sleeve 

(Fig. 13.4) 

TZEW Outside temperature sensor 

Fastened to the exterior wall of the building, on the 

north side, far from heat sources (window, door), 

and in such a manner, that it is not directly exposed 

to sunlight. 

REG. POK. Room regulator 

Situate far from heat sources in the room (TV, 

window, heater, etc.) where the set temperature is to 

be maintained; according to the guidelines of the 

selected device’s manufacturer. 

TPOW 
Temperature sensor of water 

returning to the boiler 

Fastened in direct contact with the return pipe, as 

close to the boiler as possible, and shielded with 

heat-resistant foam. 

 

Designations of individual actuators are found on the controller’s terminals (Fig. 13.6) 

and listed in table 13.2. Components responsible for the burner’s operation (fans, feeders 

and igniter) should be connected to points N and N1. 
  



152 

Table 13.2. Actuators 

Designation Component 

WYCIĄG Exhaust fan 

POW. WTÓRNE Intake blower 

PODAJ. 2 Connection point for feeder found in burner 

PODAJ. 1 
Connection point for feeder supplying fuel directly from the tank (main 

feeder) 

ZAP Igniter 

P3 or 

P. DODATK 
Additional pump (e.g. for floor heating) 

PCWU Domestic hot water pump 

PCYRK Circulating pump working according to a user-defined weekly schedule 

PCO1 and PCO2 Central heating pumps 

M1Z and M1O 

M2Z and M2O 

Connection points of mixing valve actuator. The digit in the description 

signifies the loop in which the actuator is found (1 or 2), and the letter at the 

end specifies the function of the connection point (Z for closing and O for 

opening). 

N Connection point to neutral power supply busbar 

N1 Connection point to burner’s neutral power supply busbar 
 

2.4. DEVELOPMENT OF HMI 

The layout of the human-machine interface (HMI) panel, enabling value changes of 

the most important parameters and monitoring of other parameters involved in boiler 

operation, is shown in Fig. 13.7. Figure 13.8 presents a touch LCD display integrated 

with the FuzzyLogic 500 – Cherokee controller.  

 
a)  b) 

 

 

 

Fig. 13.7. Design of HMI panel layout: a) main screen; b) main menu [15] 

 

a)  b) 

 

 

 

Fig. 13.8. LCD display integrated with FuzzyLogic 500 – Cherokee controller: a) main screen; b) main menu 
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13.3.  TESTS OF THE CONTROL SYSTEM  

FOR CENTRAL HEATING BOILER 

13.3.1. GOAL OF THE TESTS 

The goal of the tests of the control system for the central heating boiler was to verify 

assumptions accepted at the control system designing stage. To meet this goal, the 

correctness of operation of the central heating boiler with the designed and developed 

control system was checked under normal operating conditions. Moreover, the quality of 

burning of pelletized biomass fuels was checked. 

The heating system of the boiler integrated with the FuzzyLogic 500 – Cherokee 

controller [15], cooperating with the input automation components and actuators 

presented in section 13.2.3, was tested. The technical specifications of the tested boiler 

are identical to those of the EP-12 boiler [14].  

13.3.2.  TEST RESULTS 

As a result of tests performed for set water temperatures in individual loops (central 

heating, domestic hot water), correct operation of the following was determined: 

pelletized biomass feeding system, automatic fuel ignition system, system for stoking the 

combustion process in the gasifying chamber, automatic grate cleaning system, system 

feeding air to the mixing chamber. Moreover, the correctness of operation of protection 

systems was checked, i.e.: 

• in the case of simulated damage to selected sensors, the boiler’s operation was 

suspended or limited, and an interrupted sound signal was generated. The 

appropriate message was displayed on the LCD screen, 

• in the case of exceeded boiler water temperature (95°C), forced for testing purposes, 

the boiler’s active thermal protection was engaged, and an interrupted sound signal 

was generated. Fuel feeders, the igniter and intake blower were disconnected, thanks 

to which the burning process was interrupted. Boiler restart was possible after 

pressing the RESET button on the controller's housing. 

 

Simultaneously, the quality of the combustion process in the burner chambers was 

checked, and emissions of harmful substances were measured. As a result of conducted 

tests, high quality of the combustion process was determined, and contents of harmful 

substances (Carbon monoxide (CO), particulate matter) were determined to be at an 

acceptable level, according to PN-EN 303-5:2012 [10] and eco-design requirements as 

per the Regulation of the European Commission [11].  
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13.4.  CONCLUSIONS 

Air pollution is the most harmful to health and the environment out of all types of 

pollution. Boiler designs with modern burners, fired by biomass, should be characterized 

by high energy efficiency and compliance with environmental protection standards. 

The efficiency of the combustion process is determined by the amount of heat obtained. 

The quality of the combustion process can be evaluated by the efficiency of the fuel 

processing equipment. The higher the efficiency, the more energy is obtained from 

combustion of a unit of fuel. One should also remember that, for the purpose of 

minimizing environmental hazards, besides modern boiler and burner designs, selection 

of fuel of proper quality and correct selection of flue gas discharge installations, the 

designing and implementation of an appropriate control system is also necessary. 

Inadequate control system solutions result in elevated emissions of harmful substances 

into the atmosphere and reduces the efficiency of the combustion process, which 

increases operating costs as a result. Some conclusions are presented in the following 

points. 

• The selected FuzzyLogic 500 – Cherokee advanced microprocessor controller is 

intended for the regulation of the boiler’s operating parameters according to adopted 

assumptions. 

• Real-time clock functions make it possible to configure weekly work schedules for 

circulating pumps and the burner. 

• Optional room regulators make it possible to maintain a set temperature in rooms, as 

desired by the residents. 

• Measurement of flue gas temperature and oxygen content in flue gas by the lambda 

sensor makes it possible to achieve high energy efficiency of the boiler.  The lambda 

sensor is the most important component responsible for the combustion process and 

increases the boiler’s operating efficiency substantially. This directly leads to 

limitation of its operating costs and adverse environmental impact.  

• The designed and implemented control system fulfills the adopted assumptions. The 

automatically modified time of fuel feeding and amount of supplied air, appropriate 

for current conditions and required for proper performance of the combustion 

process, significantly raises its eco-friendliness and efficiency, which consequently 

translates to economical boiler operation. 

• The designed control system and burner construction ensure high quality of the 

combustion process and harmful substances at an acceptable level, according to PN-

EN 303-5:2012 [10] and eco-design. 

• Having in mind the above advantages of the heating boilers utilizing a renewable 

energy source – biomass with selected FuzzyLogic 500 microprocessor controller, 

electrostatic precipitators used for the removal of fly ash are not required. 

Commercial designs of electrostatic precipitators used for the removal of fly ash 

particles from small residential boilers are presented in the publication [15]. 
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Mykhaylo MELNYK1, Andriy KERNYSKYY1,  

Mykhaylo LOBUR1, Andrzej ŁUKASZEWICZ2 

14. DETERMINATION OF THE NOISE SOURCE 

HEIGHT BASED ON THE VEHICLE TYPES 

In this work, we present a developed mathematical model for determining the height 

of a dominant noise source in a transportation flow of vehicles. The theoretical approach 

proposed in [1, 2] which uses road noise forecasting methods to improve the accuracy of 

methods for determining the noise barriers effectiveness was experimentally 

substantiated. 

14.1.  INTRODUCTION 

Today, designers of noise barriers that have to protect from the linear noise sources 

apply methods that do not take into account specifics of a modern traffic. It is apparent 

that in the '80s and even '90s, the percentage of trucks in the vehicle flow was much 

larger and scientists who developed these methods and regulations believed that the 

percentage of trucks was no more than 60%. Besides this, different methods use different 

sources of noise height position above the road. For example, the VDI-2720 method [3] 

recommends a height of 0.5 m for noise sources, and Guide to the design and calculation 

of building protection from transport noise [4] recommends 1 m.  

The task of investigating at which height the major noise sources in vehicles are 

located and constructing a mathematical model for determining the height of the 

dominant noise source in the vehicle flow as a function of speed, to improve the accuracy 

of methods for determining the effectiveness of noise barriers is urgent. 
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14.2.  DETERMINATION OF THE NOISE SOURCE HEIGHT 

The results obtained in the frame of the Harmonoise and Imagine [5] projects were 

intended for use by the EU Member States during the creation of noise maps and other 

purposes related to the evaluation of noise pollution and city noise protection. In the 

framework of these projects, experimental studies of sound power levels from individual 

sources of noise in cars and trucks were conducted. The main sources of noise are the 

tires and road surface interaction, as well as the car exhaust system. The results of the 

experiments are presented in Fig. 14.1 and Fig. 14.2. 

 

 
Fig. 14.1. Dependence of sound power level of speed for cars [6] 

 

 
Fig. 14.2. Dependence of sound power level of speed for trucks [6] 

 

The three curves of the graph (Fig. 14.1) represent the dependence of the sound power 

level rate for cases where the interaction is assessed separately for automobile tire and 

coated roads, exhaust system and the overall level of sound power for automobiles. 

A similar graph for trucks is shown in Fig. 14.2. As seen on the graph in Fig. 14.1 for the 

car sound power level of interaction between car tires and the coated road starts to 

dominate above the sound of the power exhaust system at speed 30 km/h. Therefore, we 

propose to take this fact into account when determining the shielding effectiveness of 

sound energy. A mathematical model allows an accurate determination of the height of 
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the dominant source of noise above the road and improve the accuracy of methods to 

define the efficiency of sound barriers. 

In the work [6] based on experimental data, the height of the main noise sources in 

cars and trucks were found. For automobiles, the height noise source position is 0.3 m for 

the exhaust system and 0.01 m for the noise source from the interaction of car tires with 

the road surface (Fig. 14.3). For trucks, the noise source from the interaction of tires with 

the road surface is 0.01 m and the noise source height from the exhaust system is larger 

and amounts to 0.7 m (Fig. 14.3). 
 

 
Fig. 14.3. Placing the main sources of noise in cars and trucks [6] 

 

We used a designed subsystem to determine the effectiveness of noise barriers to 

calculate the influence of height on the screening efficiency for different values of the 

distances between the screen and the noise. It was found that at small distances between 

the point of observation of the noise barriers and the source noise, the change of the 

height of the dominant sources of noise from 1 cm to 70 cm, which is typical of trucks, 

makes the difference in 1 dB, and typical height for the dominant sources of noise in cars 

from 1 cm to 30 cm gives the difference of 0.5 dB. Therefore, for trucks and cars, the 

height of noise sources positions will be 0.7 m and 0.3 m respectively, while the sound 

power level of interaction between car tires with the road surface will be greater than the 

level of sound power of exhaust system at 1 dB for trucks and 0.5 dB for cars. From the 

graph presented in Fig. 14.2, it follows that the height of the dominant noise source for 

trucks at the speed of 85 km/h is 0.7 m. At higher speeds, the difference between sound 

power level of interaction between car tires with the road surface and the exhaust system 

is not increased significantly. Considering the previous fact and that the source of noise 

from the exhaust system is higher, it follows that this noise source will make a significant 

contribution to the emission of sound energy. Based on the above, for trucks, we propose 

to take the height of the dominant sources of noise at 0.7 m above the road surface 

regardless of the speed. 

Analyzing the graph for cars in Fig. 14.1, the height of the noise source position for 

speeds up to 32 km/h will be constant and equal to 0.3 m. If the difference between the 

level of the sound from the exhaust system and tire interaction with the surface is over 

10 dB [7], there is no need to take into consideration the noise from the exhaust system. 

Therefore, for speeds above 100 km/h, the noise from the exhaust system can be 

neglected. That means, the height of the noise source is 0.01 m (corresponding to the 

height of the noise source of the interaction of the tire with the road surface). For speeds 
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in the range of 32 to 100 km/h, the height of the noise source will vary in proportion to 

speed. Based on the above, the following mathematical expression was constructed 

ℎℎ,𝑐𝑎𝑟 = {

0.3 at 𝑉 < 32[km/h],

−0.0043 ⋅ 𝑣 + 0.4365 at 32 ≤ 𝑉 < 100[km/h],

0.01 at 𝑉 > 100[km/h],

 (14.1) 

where ℎ𝑆,𝑐𝑎𝑟 is a height of the dominant noise sources for cars [m], 𝑉 is an average speed 

of cars [km/h] 

𝑣 =
𝑉 ⋅ [ℎ]

1000
.  

Applying the Heaviside function [8] to the expression (14.1) 

𝐻(𝑥) = {
0, 𝑥 < 0,
1, 𝑥 ≥ 0,

    

a model of the height of the dominant sources of noise in the traffic flow is the following 

ℎ𝑆,𝑐𝑎𝑟 =
3𝐻(32 − 𝑉𝐻)

10
+ 𝐻(𝑉𝐻 − 32)𝐻(99 − 𝑉𝐻) (

873

2000
−
43 ⋅ 𝑉𝐻
10000

)

+
𝐻(𝑉𝐻 − 99)

100
, 

(14.2) 

where 𝑉𝐻 =
𝑉⋅[ℎ]

[𝑘𝑚]
, 𝑥 ∈ ℝ. 

Expression (14.2) allows us to determine the height of the dominant noise sources 

in  the traffic flow depending on the speed. 

 
Table 14.1. Dependence of equivalent sound level of traffic for a distance of 10 m from noise sources 

Trafic intensity, 

vehicles/hour 

Trucks Cars Difference 

between cars and 

trucks [dB] 

Total 

Leq [dB] Leq [dB] Leq [dB] 

200 61.1 57.3 3.7 62.5 

400 64.1 60.4 3.7 65.5 

600 65.8 62.1 3.7 67.2 

800 67.1 63.4 3.7 68.5 

1000 68.0 64.3 3.7 69.5 

1200 68.8 65.1 3.7 70.2 

1400 69.5 65.8 3.7 70.9 

1600 70.1 66.4 3.7 71.5 

1800 70.6 66.9 3.7 72.0 

2000 71.1 67.3 3.7 72.5 

 

Some methods of predicting road noise do not allow us to determine separately the 

noise level from different categories of vehicles, so the task is to investigate the change in 
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the equivalent noise level in 10% of trucks, depending on the intensity of traffic. 

For different vehicle intensities, 10% of trucks and a distance of 10 m from the noise 

source, equivalent noise levels were calculated. Based on the calculations, it was 

discovered that the difference between the equivalent noise level from cars and trucks 

remains constant and does not change with the change of intensity. The results obtained 

are presented in Table 14.1. 

Graphical dependence is shown in Fig. 14.4. was built based on data from Table 14.1. 

 

 
Fig. 14.4. Dependence of equivalent sound level of car traffic 

 

Analyzing the above-listed graph, one can say that the difference between the 

equivalent noise level from cars and trucks is constant and does not change when the 

intensity is changed. 

 
Table 14.2. Dependence of equivalent sound level of traffic for a distance of 25 m from the noise sources 

Trafic intensity, 

vehicles/h 

Trucks Cars Difference 

between trucks  

and cars [dB] 

Total 

Leq [dB] Leq [dB] Leq [dB] 

200 50.5 55.6 3.7 54.2 

400 53.5 58.7 3.7 57.2 

600 55.3 60.4 3.7 59.0 

800 56.5 61.7 3.7 60.3 

1000 57.5 62.6 3.7 61.2 

1200 58.3 63.4 3.7 62.0 

1400 59.0 64.1 3.7 62.7 

1600 59.6 64.7 3.7 63.3 

1800 60.1 65.2 3.7 63.8 

2000 60.5 65.6 3.7 64.2 

 

It was investigated whether this difference remains constant when the distance is 

changed from the noise source. For this purpose, an equivalent noise level with different 

traffic intensity was calculated for a distance of 25 m from the noise source whose values 

are given in Table 14.2. As seen from the gained results (Table 14.2), the difference 

between the equivalent noise level from cars and trucks by changing the distance to the 

source of noise is also constant. In this regard, determining what percentage of trucks in 
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the vehicle stream will have an equivalent noise level will prevail, this value will be true 

for any distance and intensity. The next step will be to define the equivalent sound level 

depending on the percentage of trucks in the traffic flow. The calculated data are given in 

Table 14.3 and Fig. 14.5. 
 

Table 14.3. Dependence of equivalent sound level of the percentage of trucks in the flow of vehicles 

Percentage of 

trucks 

Total Trucks Cars Difference 

between trucks  

and cars, [dB] Leq [dB] Leq [dB] Leq [dB] 

0.1 50.6 34.2 50.5 -16.3 

10 55.6 54.2 50.1 4.2 

20 57.9 57.2 49.6 7.7 

30 59.4 59 49 10 

40 60.5 60.3 48.3 11.9 

50 61.4 61.2 47.5 13.7 

60 62.1 62 46.5 15.5 

70 62.8 62.7 45.3 17.4 

80 63.3 63.3 43.5 19.7 

90 63.8 63.8 40.5 23.2 

 

 

Fig. 14.5. Dependence of equivalent sound level of the percentage of trucks 

 

 

Fig. 14.6. The difference of equivalent sound levels between trucks and cars 
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Studies showed (Fig. 14.5 and Fig. 14.6) that when the number of trucks in the traffic 

flow is more than 4%, the height of the noise source will be the same as that of trucks and 

will be independent of the speed of 0.7 m. When the number of trucks is less than 0.5%, 

the height of the source noise will be determined from (14.1). The height of the dominant 

noise source for traffic flows consisting of 0.5% to 4% of trucks will be determined by 

the following relationship 

ℎ𝑆 = 0.198 ⋅ 𝑝 − 0.089, (14.3) 

where 𝑝 is the percentage of trucks in the traffic flow [%]. 

Therefore, to determine the height of the dominant noise source in the flow of 

vehicles, depending on the speed and percentage of trucks, we constructed the following 

relation 

ℎ𝑆 =

{
 
 

 
 
0.3 at 𝑉 < 32[km/h] at 𝑝 ≤ 0.5,

−0.0043𝑣 + 0.4365 at 32 ≤ 𝑉 < 100[km/h] at 𝑝 ≤ 0.5,

0.01 at 𝑉 ≥ 100[km/h] at 𝑝 ≤ 0.5,

0.198𝑝 − 0.089 at 0.5 <  𝑝 ≤ 4,

0.7 at 𝑝 > 4.

 (14.4) 

Applying the Heaviside function to the expression (14.4) we wrote it as follows 

ℎ𝑆 = 𝐻(0.6 − 𝑝) × ℎ𝑆,𝑐𝑎𝑟 +𝐻(𝑝 − 0.6)𝐻(4.1 − 𝑝) (
99 × 𝑝

500
−

89

1000
)

+
𝐻(𝑝 − 4.1) × 7

10
.  

(14.5) 

Expression (14.5) can be used to determine the height of the dominant sources of 

noise in the traffic flow depending on the speed and percentage of trucks. By determining 

the exact height of the noise source position, we can more accurately determine the 

effectiveness of noise barriers. 

In summary, the resulting model can be used to determine the dominant noise source 

for passenger cars and trucks separately. Accordingly, it can be used to improve the 

accuracy of road noise forecasting methods that allow the determination of noise levels 

separately for trucks and cars. 

14.3. CONCLUSIONS 

Mathematical models to determine the dominant noise sources for cars and trucks, as 

well as in the flow of vehicles were created that allowed the increase in the accuracy of 

forecasting methods of road noise and methods for determining the efficiency 

soundproofed screens.  

The project is financed by the Polish National Agency for Academic Exchange, No. PPI/APM/2018/1/ 

00049/U/001. 
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